First-principles study on the negative-\( U \) behavior of \( K \) centers in amorphous \( \text{Si}_3\text{N}_4-\text{x} \)
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We investigate the charge-trapping behavior in nitrogen-deficient amorphous silicon nitride (\( a\)-\( \text{Si}_3\text{N}_4-\text{x} \)) using first-principles calculations. The amorphous ensembles with one nitrogen atom missing are generated through melt-quench procedures. The nitrogen deficiency mainly produces one Si—Si bond and one \( K \) center (Si dangling bond). The energy level of defect states indicates that the \( K \) centers act as possible trap sites. The transition levels of \( K \) centers are estimated, and it is found that the Hubbard \( U \) energy ranges from \(-1.14 \) to \( 1.11 \) eV. Even though most \( K \) centers show positive \( U \), the charge states of most centers in the ensemble are either positive or negative under the charge-neutrality condition, resulting in “seemingly negative-\( U \)” behavior. This is consistent with the diamagnetic signal in experiments. The charge-injection energy of \( K \) centers is evaluated on the basis of the Franck-Condon approximation, and the average trap depths for electrons (1.33 eV below the conduction edge) and holes (1.54 eV above the valence edge) are in good agreement with experimental data.
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I. INTRODUCTION

As society shifts toward data-intensive electronic lifestyles, the consumer market for nonvolatile memory has grown steeply over the last decade, which also increased the need to address technical challenges such as scaling limitation and reliability of the nonvolatile memory [1–5]. In the traditional floating-gate memory, to prevent charge losses that degrade the data retention, the thickness of tunneling oxides should be at least 8 nm, otherwise even a single trap in the oxide could result in complete loss of charges [1]. This requirement for the minimum oxide thickness is critically limiting the downscaling of flash-memory devices.

One solution to the charge-loss problem is to store the charges at spatially localized sites in a charge-trap layer rather than over the whole gate volume. Such a device structure is called “charge-trap flash (CTF) memory.” The trapped charges are immobile and spatially well separated from defects in the gate or tunneling oxides, thereby suppressing the trap-assisted tunneling. With the superior retention property, CTF memory is rapidly replacing the conventional floating-gate memory in high-density solid-state drives [5,6].

In CTF memory, N-deficient, nonstoichiometric amorphous silicon nitrides (\( a\)-\( \text{Si}_3\text{N}_4-\text{x} \)) are used as the material for the charge-trap layer. The nonstoichiometry of \( a\)-\( \text{Si}_3\text{N}_4-\text{x} \) creates many localized defect levels inside a wide band gap of 4.6 eV. The localized nature of midgap states in \( a\)-\( \text{Si}_3\text{N}_4-\text{x} \) immobilizes electrons in the charge-trap layer, which reduces the leakage current and hence improves the retention property. The invention of CTF memory dates back to the 1960s when the metal-nitride-oxide-silicon structure using \( a\)-\( \text{Si}_3\text{N}_4-\text{x} \) was studied. Soon after the carrier trapping under an electric bias and temperature stress was first observed, the memory behavior of the metal-nitride-oxide-silicon device was demonstrated [7–10].

In spite of the long history and wide use in commercial devices, the atomistic origin of the trap states in \( a\)-\( \text{Si}_3\text{N}_4-\text{x} \) is still elusive, which could be a hurdle preventing further engineering of the material property and improving device performances. In the stoichiometric crystalline structure of \( \beta\)-\( \text{Si}_3\text{N}_4 \) (crystalline \( \text{Si}_3\text{N}_4 \), \( c\)-\( \text{Si}_3\text{N}_4 \)), Si and N atoms are coordinated by four and three counterions, respectively, and such local structures are well preserved in the amorphous phases [11]. Therefore, the dangling bond of Si atoms, called the “\( K \) center,” would be the major defect in N-deficient samples, and many studies assumed \( K \) centers as the primary trap sites in \( a\)-\( \text{Si}_3\text{N}_4-\text{x} \) [12–14].

As is well established in Si and \( a\)-Si [15–17], the dangling bond of Si is a paramagnetic center in its neutral state due to the unpaired electron, which can be detected by electron-spin-resonance (ESR) measurement. However,
only weak ESR signals were observed for \( a\)-Si\(_3\)N\(_4\)\(_x\) [18,19], which is at variance with the K center as the major trap site. One way to explain the absence of an ESR signal is to assume a negative Hubbard repulsion energy of the K center, or so-called negative \( U \), which charges K centers through a spontaneous reaction of \( K^0 + K^0 \rightarrow K^+ + K^- \). At thermal equilibrium, the dangling bonds are either doubly occupied (\( K^- \)) or empty (\( K^+ \)) such that they do not produce any ESR signal because of the diamagnetic nature. Several studies combining ESR and UV illumination supported the negative-\( U \) model of trap centers in \( a\)-Si\(_3\)N\(_4\)\(_x\); while UV illumination generated neutral \( K^0 \) centers detectable by ESR measurement, they were metastable in the ambient condition and transformed into diamagnetic \( K^+ \) and \( K^- \) centers after short annealing, supporting the negative-\( U \) character of the trap [18–24].

The negative-\( U \) property of K centers can be directly investigated by density-functional-theory (DFT) calculations. Since modeling on the amorphous structure is costly, many studies investigated alternatively the N vacancy in c-Si\(_3\)N\(_4\) [25–30]. In c-Si\(_3\)N\(_4\), removal of one N atom results in three Si dangling bonds, and the structural relaxation makes two of them form a weak Si—Si bond, leaving one K center [26,29–31]. The localized states associated with this K center were identified within the band gap [12,25,29,31]. The computed transition level displayed negative-\( U \) behavior (\( U \sim -0.1 \) eV as \( K^0 \) is always less stable than \( K^+ \) or \( K^- \) over the entire range of the Fermi level. In some studies, the weak Si—Si bond, which is formed by the local relaxation of two Si dangling bonds (the bond length is reduced from 3.05 to 2.64 Å), was suggested as a possible trap site [26,29,30,33].

In the present study, we pay attention to the possibility that the local environment around the K center in \( a\)-Si\(_3\)N\(_4\)\(_x\) can be different from that in c-Si\(_3\)N\(_4\). The small magnitude of \( U \) of 0.1 eV suggests that the polarity of \( U \) could be reversed in \( a\)-Si\(_3\)N\(_4\)\(_x\). Furthermore, the Si—Si bond length of 2.64 Å around the K center in c-Si\(_3\)N\(_4\) is much longer than that in crystalline Si (2.35 Å), which is a consequence of the defect embedded in the crystalline matrix. In the amorphous phase, such a constraint is relieved, and a different defect level can result. The foregoing discussion concludes that the atomistic model of the trap site in \( a\)-Si\(_3\)N\(_4\)\(_x\) that is consistent with findings from EPR experiments is not confirmed yet. In particular, the proposed negative-\( U \) behavior of the K center is still questionable. There are a multitude of classical and DFT simulations on stoichiometric \( a\)-Si\(_3\)N\(_4\) and nonstoichiometric \( a\)-Si\(_3\)N\(_4\)\(_x\) [34–41], but detailed analysis of the charge-trapping behavior of the defect states in amorphous structures is missing.

In this work, we perform DFT calculations on stoichiometric \( a\)-Si\(_3\)N\(_4\) and N-deficient \( a\)-Si\(_3\)N\(_4\)\(_x\). Ensembles of amorphous structures are generated by DFT molecular-dynamics (MD) simulations, and the atomic configurations and electronic properties of trap states in \( a\)-Si\(_3\)N\(_4\)\(_x\) are analyzed. In most of \( a\)-Si\(_3\)N\(_4\)\(_x\), the nitrogen deficiency results in a K center and a Si—Si bond. By calculating the formation energies of neutral and charged K centers, we find that the K center in amorphous structures has \( U \) ranging over positive as well as negative values, which is due to the fluctuation in the local environment of the K centers. In the ensemble of K centers, the Fermi level is determined from the charge-neutrality condition, and it is found that most K centers are charged positively or negatively, yielding a seemingly negative-\( U \) behavior. Finally, the charge-trap levels for electrons and holes are calculated on the basis of the Franck-Condon approximation, and they are in good agreement with experimental data.

II. COMPUTATIONAL METHODS

A. Computational setup

We perform first-principles calculations using the Vienna Ab initio Simulation Package. [42–44] The generalized-gradient approximation with the Perdew-Burke-Ernzerhof (PBE) functional is used for the exchange-correlation energy of electrons [45]. During the melt-quench MD simulations to generate amorphous structures, we use a soft pseudopotential for N atoms, which reduces the energy cutoff for the plane-wave basis to 250 eV. Only the \( \Gamma \) point is selected for the \( k \)-point sampling during MD simulations, and the time step is set to 2 fs. At the end of the melt-quench process, the lattice vectors and atomic positions are relaxed with use of the standard pseudopotential with an energy cutoff of 500 eV until the atomic forces and stress tensors are reduced to within 0.02 eV/Å and 2 kbar, respectively. The total energy and the electronic structure are calculated with an energy cutoff of 500 eV and \( k \) points sampled on the \( 3 \times 3 \times 3 \) grid. The spin-polarized calculation is performed when one N atom is removed because of the local spin moment at the dangling bond. When an accurate description of the band gap is necessary, we perform additional atomic relaxations with the HSE06 hybrid functional [46]. In this case, only the \( \Gamma \) point is sampled for the Brillouin-zone integration to reduce the computational cost.

B. Modeling amorphous structures

We obtain amorphous structures of \( a\)-Si\(_3\)N\(_4\) through the conventional melt-quench process [47]. The initial atomic positions are generated by randomly distributing atoms. The stoichiometric \( a\)-Si\(_3\)N\(_4\) supercells consist of 48 Si atoms and 64 N atoms while the supercell for N-deficient \( a\)-Si\(_3\)N\(_4\)\(_x\) includes 48 Si atoms and 63 N atoms (\( x = 0.0625 \)). In many theoretical studies, the stoichiometric amorphous structure was obtained through the melt-quench process and defects were generated by removal of atoms from the stoichiometric model. We think that such a
postremoval scheme is at variance with the nature of amorphous structures that the atomic sites are ill-defined. Therefore, we include the nitrogen vacancy from the beginning of the melt-quench process.

In choosing the mass density, we note that various studies reported sample densities of 2.4–3.2 g/cm$^3$ [11,48–51]. (The corresponding value for c-$\text{Si}_3\text{N}_4$ is 3.18 g/cm$^3$.) The large variation in the amorphous density stems from the wide range of nitrogen deficiency; in Ref. [39], it was found that the average volume per atom linearly depends on the nitrogen concentration. We are simulating a structure close to the nominal stoichiometry (Si:N ratio of 3:4), and the density for this composition is estimated to be 3.14 g/cm$^3$ according to the linear relation. In addition, DFT energies of $\text{a-Si}_3\text{N}_4$ with different densities were studied in Ref. [52], and the lowest energy was obtained with 3.10 g/cm$^3$. Therefore, we use 3.10 g/cm$^3$ for the initial density in the simulation.

Each structure is premelted at 5000 K for 5 ps to erase the initial information of the random positions. The liquid is then equilibrated at 3000 K for 10 ps, and quenched to 2000 K with a cooling rate of 33 K/ps. When the temperature is lower than 2000 K, the atoms vibrate only locally around the equilibrium point due to the strong Si—N bond, which means that further quenching is not necessary. Finally, the structure undergoes atomic relaxation, including optimization of lattice vectors (i.e., both the cell shape and the cell volume are fully relaxed). The average density of the final structures is 3.10 ± 0.037 g/cm$^3$, almost identical to the starting value and within the experimental data (see above). Care should be taken during the quenching simulation since $\text{N}_2$ molecules are easily formed when the quenching speed is too fast. Because of the strong N—N bonding, the $\text{N}_2$ molecules do not break for the rest of the simulation. With a quenching rate of 33 K/ps, only two of 40 samples contain N—N bonding, while faster quenching yields more N—N bonding (up to 63% of samples contain $\text{N}_2$ molecules if a quenching rate of 540 K/ps is used).

C. Defect formation energy

We consider a charge state ($q$) of $-1,0,+1$ for the $K$ center and calculate the formation energy of charged defects ($E_f^q$) as follows:

$$E_f^q = E^q - E^0 + q(E_V + E_F) + E_{\text{corr}} + \mu_N,$$

where $E^q$ and $E^0$ are the total energies of the nonstoichiometric cell with charge $q$ and the perfect cell with zero charge, respectively, $E_V$ is the valence-band edge, $E_F$ is the Fermi level with respect to $E_V$, and $\mu_N$ is the chemical potential of N [53], and $E_{\text{corr}}$ is the correction energy, which accounts for spurious interactions among charged defects within the periodic boundary condition.

In the present work, we consider only the monopole correction [54] using an average dielectric constant of 10, which is calculated by density-functional perturbation theory [55–57] applied on $\text{a-Si}_3\text{N}_4$. The correction energy is about 0.2 eV. For $E^0$, we use the averaged total energy of stoichiometric $\text{a-Si}_3\text{N}_4$. Because of structural variations in the amorphous phase, direct comparison of the formation energy among different amorphous structures would be inappropriate. However, it does not change the distribution of $U$ values since $U$ is determined from the energy difference between two charge states and the contribution of $E^0$ cancels out.

We find that quite a few amorphous structures undergo unusually large relaxations when charged with one extra electron or one less electron, which should be caused by the metastability of amorphous structures. The repeated charge-discharge cycles on such defects always lead to distinct structures, obscuring the precise definition of the transition level. To exclude those defects for a clear interpretation, we perform stability tests in which the atomic structure is optimized during repeated (2–3 times) charging ($q = +1$ or $-1$) and discharging ($q = 0$) cycles, and choose samples whose structures (judged by eigenvalues in the Coulomb matrix [58]) remain almost identical with negligible changes in energy (less than 0.01 eV/cell) after charging-discharging cycles.

III. RESULTS AND DISCUSSION

A. Properties of stoichiometric $\text{a-Si}_3\text{N}_4$

We generate 40 $\text{a-Si}_3\text{N}_4$ samples following the aforementioned melt-quench procedure. Figure 1(a) shows a typical structure of $\text{a-Si}_3\text{N}_4$, showing that fourfold (threefold) coordination of Si (N) is well preserved as in $c$-$\text{Si}_3\text{N}_4$. (The average coordination numbers are 4.03 and 3.04 for Si and N atoms, respectively.) In Figs. 1(b) and 1(c), we plot average radial distribution functions (RDFs) for Si—N, Si—Si, and N—N, and angle distribution functions (ADF) for Si—N—Si and N—Si—N. The first peak positions in Fig. 1(b) correspond to the average bond lengths, and they are compiled in Table 1. The overall shape and main features of the calculated RDF and ADF agree well with previous DFT calculations [39,40] and experimental data [11,48]. For $\text{a-Si}_3\text{N}_4$, the Si—N RDF peaks at 1.75 Å, which is close to the first-neighbor distance in $c$-$\text{Si}_3\text{N}_4$ (1.73 Å). The clear separation between the first peak and the second peak in the Si—N RDF indicates a rigid local structure that comes from the strong covalency of the Si—N bonds in $\text{a-Si}_3\text{N}_4$. The Si—Si RDF shows a main peak around 3.01 Å, which is attributed to the second-neighbor distance between Si atoms. Similarly, the first peak around 2.82 Å in the N—N RDF represents the distance between N atoms in second neighbors. In the Si—Si RDF, a small shoulder peak is noticeable around 2.5 Å, which has no corresponding bond in $c$-$\text{Si}_3\text{N}_4$. This peak
originates from Si—N—Si—N square-ring structures, and one of them is indicated by a dashed circle in Fig. 1(a) [38,39]. There are six to 15 square rings for each sample. Although the square ring exists only in the amorphous structures, it does not produce any defect state within the band gap, because local coordinations of Si and N atoms are still the same as in c-Si₃N₄.

In the N—Si—N ADF, the main peak is located around 109° as expected from the fourfold coordination and tetrahedral geometry of Si. In the Si—N—Si ADF, the main peak slightly shifts from 120° to a lower angle because the threefold-coordinated N atom can pucker slightly due to the lone pairs. This contrasts with N atoms in c-Si₃N₄, which form planar units with neighboring Si atoms. The shoulder peaks at 90° are noticeable in both ADFs, which originates from the Si—N—Si—N square ring mentioned above.

Figure 2(a) shows the density of states (DOS) of α-Si₃N₄ that is averaged over 40 samples generated independently. The DOS in each structure is aligned with respect to the averaged electrostatic potential at N sites [61]. The difference among samples is less than 0.1 eV. Since computing the DOS requires high-density sampling of k points, direct application of the hybrid functional is formidable. Instead, the DOS in Fig. 2(a) is obtained from the PBE calculation with enough k-point sampling, and the scissor correction is applied with use of complementary HSE06 calculations. To be specific, the correction is done by performing a Γ-only HSE06 calculation on each sample, and evaluating the average shift of eigenvalues at the band edge with respect to the PBE results. The resulting eigenvalue shifts are −0.95 and 0.40 eV for occupied and unoccupied bands, respectively, giving a band-gap correction of 1.35 eV. The mobility edges (Eᵥ and E_C) and the corresponding band gap are obtained by fitting the DOS near band edges with square-root forms, as shown by the dashed lines in Fig. 2(a).

The band gap obtained from E_C − Eᵥ is 4.55 eV, which is in good agreement with experimental data (4.0–4.83 eV) [60,62–65]. In comparison, the band gap of c-Si₃N₄ is 5.47 eV in the present HSE06 calculation. Another approach to estimate the band gap of amorphous structures is to calculate the optical absorption coefficient (α) as a function of photon energy (E_ph) (the so-called Tauc plot), which is given as follows:

$$\alpha(E_{ph}) = \frac{\sqrt{2}E_{ph}}{h} \left[ \sqrt{\epsilon_1^2(E_{ph}) + \epsilon_2^2(E_{ph})} - \epsilon_1(E_{ph}) \right]^{1/2},$$

(2)

where ε₁ and ε₂ are real and imaginary parts of macroscopic dielectric functions, respectively [55,61]. In Fig. 2(b), it is seen that the theoretical Tauc plot compares favorably with the experimental result [60]. The extrapolated band gap is 4.86 eV, in reasonable agreement with 4.55 eV estimated directly from the DOS in Fig. 2(a).

**B. Atomic and electronic structures of K centers in α-Si₃N₄₋ₓ**

We generate 30 α-Si₃N₄₋ₓ structures with the same melt-quench procedure as used to produce α-Si₃N₄. In
c-Si$_3$N$_4$, the nitrogen vacancy results in three undercoordinated Si atoms, which relax into one (stretched) Si—Si bond and one K center [30,31]. In the case of a-Si$_3$N$_4$–x, we find that most amorphous samples (21 of 30) contain one K center and one Si—Si bond after atomic relaxation, similar to c-Si$_3$N$_4$. In nine of 30 samples, a-Si$_3$N$_4$–x contains two Si—Si bonds or one Si—Si bond with an undercoordinated Si atom. However, they are usually unstable and transform into another structure during the charge-discharge test (see above). As such, we exclude them in the ensuing analysis. A representative atomic configuration of the K center is presented in Fig. 3(a) together with the Si—Si bond. Except for the defects, the structural properties of a-Si$_3$N$_4$–x are similar to those of c-Si$_3$N$_4$.

Figure 3(b) shows a typical electronic structure of a-Si$_3$N$_4$–x that contains the Si—Si bond and the K center as in Fig. 3(a). The partial DOS projected onto the Si—Si bond or the K center is also plotted. It is seen that the Si—Si bond does not form a distinct defect level within the band gap as the bonding and antibonding states localized at the Si—Si bond appear close to or inside the band. In contrast, the Si—Si bond in c-Si$_3$N$_4$ produce the defect level located 1.2–1.4 eV from the conduction band minimum (CBM) [29–31]. This difference can be explained by the Si—Si bond length; the bond lengths of Si—Si in a-Si$_3$N$_4$–x are 2.3–2.5 Å, close to the bond length in crystalline Si (2.35 Å), while the Si—Si bond in c-Si$_3$N$_4$ is significantly stretched (2.64 Å) because the crystalline backbone limits the relaxation of the two Si atoms. As such, the bonding-antibonding splitting in Si—Si is much larger in amorphous structures than in crystalline structures.

The Si—Si bond in a-SiO$_2$ is known to be flexible and able to trap electrons [66]. To examine this possibility in the present system, we stretch the Si—Si bond until its antibonding state is pulled down below the empty level of the K center (other atoms are relaxed). We then occupy this state with one extra electron and perform full atomic relaxations. The stretched Si—Si bond shrinks back to the initial length and the antibonding state rises such that the extra electron is trapped again at the K center.

It is also noteworthy that in the amorphous phase the Si—Si bond and the K center are spatially well separated (the mean distance is approximately 5 Å), while in c-Si$_3$N$_4$, the two defect structures are close to each other and slightly
hybridized. This implies that the electronic property of the $K$ center in the amorphous phase can be different from that in the crystalline phase, despite similarity in the local structure.

C. Transition-level diagram

To obtain the transition level of $K$ centers in $a$-Si$_3$N$_4$, we add or subtract one electron for 14 samples that include one $K$ center and are stable under repeated cycles of charge and discharge (see Sec. II C). When positively charged, the pyramidal structure of the $K$ center relaxes into a more-planar configuration. Accordingly, the average bond angle (N—Si—N) increases from 109.4° to 116.2°. In contrast, the negative charging results in a sharper pyramid with the average bond angle decreasing to 104.7°. A similar relaxation pattern was observed for the $K$ center in $c$-Si$_3$N$_4$.

The transition level of the charged defect is defined as the Fermi level at which the formation energies of different charge states coincide. From the definition of the formation energy in Eq. (1), the transition level from charge state $q$ to charge state $q'$ $\left[\epsilon_t(q/q')\right]$ can be estimated as follows:

$$\epsilon_t(q/q') = \frac{E^q - E^{q'}}{q' - q} - E_V.\quad (3)$$

The calculated transition levels for each sample are displayed in Fig. 4. The filled circles and squares indicate $\epsilon_t(+1/0)$ and $\epsilon_t(0/-1)$, and the red, white, and blue bands mean Fermi level ranges at which $K^{+}$, $K^0$, and $K^-$ are most stable. $U$ is equal to $\epsilon_t(0/-1) - \epsilon_t(+1/0)$, and the interval shown as the white area in each bar corresponds to positive $U$, while negative $U$ is expressed as the overlap of the red and blue regions. As in averaging the DOS, $E_V$ values among different amorphous structures are aligned with respect to the average potential values at the N site. The samples are arranged in decreasing order of $U$ (see the top of Fig. 4).

In Fig. 4, it is seen that $U$ varies over a wide range from $-1.14$ to $1.11$ eV. Most samples (ten of 14) show positive $U$ values, while only four samples have negative ones. (The average value is 0.37 eV.) As mentioned above, $U$ for the $K$ center in the crystalline phase is very small (approximately $-0.1$ eV), and therefore small variations in the local structure as in $a$-Si$_3$N$_4$ can easily shift $U$ to a positive value. In particular, the $K$ center and Si—Si bond are apart from each other in $a$-Si$_3$N$_4$, and hence the neutral $K$ center is spatially more relaxed than in $c$-Si$_3$N$_4$. These structural differences are expected to stabilize the $K$ center, lowering the energy of $K^0$ and resulting in positive-$U$ behavior.

In Fig. 4, it is also intriguing that the transition level varies from sample to sample, which is a consequence of variations in the local structure of $K$ centers in the amorphous phase. In actual $a$-Si$_3$N$_4$, $K$ centers with different transition levels would coexist. This also means that the Fermi level will be determined by the charge equilibration among $K$ centers. To illustrate this more clearly, we plot in Fig. 5(a) formation energies for two hypothetical $K$ centers ($K1$ and $K2$). We suppose that $K1$ and $K2$ are the only defects in the system and both $K$ centers have positive $U$ values but their transition levels are different, with $\epsilon_t^1$ and $\epsilon_t^2$ being the transition levels for $K1$ and $K2$, respectively. When the Fermi level is below $\epsilon_t^1(+1/0)$, both $K$ centers are charged as $+1$, rendering the total charge of the system $+2$. As the Fermi level increases and passes $\epsilon_t^1(+1/0)$, $K1$ becomes neutral and the total charge of the system changes to $+1$. When the Fermi level lies between $\epsilon_t^1(0/-1)$ and $\epsilon_t^2(+1/0)$, $K1$ is negatively charged, while $K2$ is still positive, and the total charge of the system becomes zero. By the same token, the total charge of the system decreases to $-1$ and $-2$ as the Fermi level increases above $\epsilon_t^2(+1/0)$ and $\epsilon_t^2(0/-1)$.

The interval between $\epsilon_t^1(0/-1)$ and $\epsilon_t^2(+1/0)$ [see the shaded region in Figs. 5(a) and 5(b)] corresponds to the charge-neutrality level in which the net charge of the whole system is zero. (We recall that the main focus of the present study is the charge states in the as-deposited neutral samples on which ESR measurements are performed. In such samples, the Fermi level is determined thermodynamically by imposing the charge-neutrality condition.) Even though both defects have positive $U$, $K1$ and $K2$ are negatively and positively charged, respectively, at the charge-neutrality condition. The spontaneous charging of $K$ centers may appear to show negative-$U$ behavior, and this is a result of different transition levels among the defects in disordered phases.
FIG. 5. (a) Formation-energy diagram of two hypothetical \( K \) centers (\( K1 \) and \( K2 \)) that are assumed to be the only defects in the system. The solid green line and the dotted red line indicate the formation energy of \( K1 \) and \( K2 \) as a function of the Fermi level, respectively. The shaded region represents the Fermi-level range satisfying the neutrality condition of the total charge. (b) The total charge of the same system as a function of the Fermi level. The charge state of \( K1 \) and \( K2 \) in each region is given in parentheses. (c) The total charge for the ensemble of \( K \) centers in Fig. 4 as a function of \( E_F - E_V \). The solid line is the total charge (left axis) and the other lines indicate the number of \( K \) centers in a certain charge state (right axis). CNL, charge-neutrality level.

For the collection of \( K \) centers in Fig. 4, one can count the number of \( K \) centers in each charge state as a function of the Fermi level, as shown in Fig. 5(c). The number of \( K \) centers in the \( q = -1 \) state increases as the Fermi level increases, while that in the \( q = +1 \) state decreases. The charge-neutrality level can be obtained as the Fermi level where the total charge of the system is zero, which is found to be approximately 1.9 eV above \( E_V \) [see the dashed line in Fig. 5(c)]. As a consequence, most of the traps (11 of 14) are in charged states even though most \( K \) centers show positive \( U \) individually. This seemingly negative-\( U \) behavior is consistent with experimental reports in which the trap states act as diamagnetic centers (\( K^+ \) or \( K^- \)) under ESR measurement, without the intrinsic negative-\( U \) nature being invoked.

In passing, we note that the charge transition level can be sensitive to the supercell size because of possible long-range relaxations [67]. Since the size test with amorphous structures is too expensive due to the melt-quench process, we alternatively compare the charge transition levels of the \( N \) vacancy in \( c-Si_3N_4 \) with different numbers of atoms (from 83 to 503 atoms). The transition levels calculated with 111 atoms converge to the results with 503 atoms within approximately 0.1 eV. Albeit indirect, this may support the use of amorphous models with 111 atoms.

**D. Charge-trap levels**

With the conditions identified in the previous subsection, we estimate the charge-trap level within the band gap. The energy level of electron trapping is defined as the Fermi level over which the charge state of the given defect changes. The charge injection from the electrode to the defect occurs mainly through a tunneling mechanism [68]. By investigating multiphonon-assisted tunneling, we find that the injection rate is maximum with a phonon emission of \( S h_{\alpha} \), where \( S \) is the Huang-Rhys factor and \( h_{\alpha} \) is the phonon energy in the single-mode approximation. We refer to the formalism developed in Refs. [69,70] and use the Huang-Rhys factors and phonon energy found for point defects in semiconductors [71,72] (see Supplemental Material [73] for details). Classically, this corresponds to the Franck-Condon approximation in which the charge trapping occurs instantaneously while the atomic positions are fixed to those at equilibrium before injection [74]. Thus, the trap level can be estimated by following the method for the thermodynamic transition level, except that the charge trapping does not accompany atomic relaxations. (A similar approach was adopted to estimate the charge-trap level in \( HfO_2 \), agreeing well with the experimental results [75]. We also note that such Franck-Condon behavior was confirmed in the charge trapping in \( SiO_2 \) [76].) Taking this into account, we can express the charging level from \( q \) to \( q \pm 1 \) [\( \epsilon_i(q/q \pm 1) \)] as

\[
\epsilon_i(q/q \pm 1) = \pm (E^i_q - E^{q+1}_q) - E_V, \tag{4}
\]

where \( E^{q+1}_q \) denotes the energy of the atomic structure relaxed at \( q \) but charged as \( q \pm 1 \). In Eq. (4), \( q + 1 \) (\( q - 1 \)) indicates hole (electron) injection. The charge-trap levels for electrons and holes calculated from Eq. (4) are shown in Fig. 6. Here we consider not only the \( q = 0 \) to \( -1 \) (\( q = 0 \) to \( +1 \)) transition but also the \( q = +1 \) to \( 0 \) (\( q = -1 \) to \( 0 \)) transition for electron (hole) trapping, because in the charge-neutrality condition the relevant state of the \( K \) center in which the electron (hole) is trapped is mostly \( K^+ \) (\( K^- \)). The distribution of the trap level spreads over approximately 1.0 eV because of variations in the local
structure of the $K$ center. The electron-trap level peaks at 1.35 eV from the CBM and averages around 1.33 eV. On the other hand, the hole-trap level is 1.54 eV from the valence band maximum on average.

The experimental measurement of the trap distribution has been performed with various methods, including thermally stimulated exoelectron emission [77], current-voltage-characteristic analysis [78], and trap spectroscopy with charge injection and sensing (TSCIS) [79]. Among these, TSCIS measurement is closely related to the situation in CTF memory since it measures the injection voltage at which the tunneling of carriers occurs. In TSCIS, the threshold voltage shift from charge injection is measured while the injection voltage and injection time are swept, which enables the spatial detection of the defect band profile from the conduction-band edge [79]. The trap levels reported for Si-rich $a$-$Si_3N_4$ are 1.1–1.5 eV below the CBM and peak at approximately 1.4 eV [80], which agrees well with our theoretical estimation of 1.35 eV. Since the hole-injection level from TSCIS is not available, we compare our result of 1.54 eV against the hole-trap level of approximately 1.4 eV estimated from voltage-current characteristics, which also shows good agreement [78].

**IV. CONCLUSION**

In summary, the nature of $K$ centers in $a$-$Si_3N_4$ is studied with first-principles calculations based on DFT and a hybrid functional. The negative-$U$ character of the $K$ center, which is supported by ESR experiments and theoretical studies on the crystalline phase, is revisited. Among the Si—Si bond and the $K$ center generated by melt-quench processes, only the $K$ center is able to act as a trap center in the amorphous phase. The calculated $U$ for the $K$ center ranges widely from $-1.14$ to $1.11$ eV. Although individual $K$ centers display mostly positive $U$, the charge-neutrality condition imposed on the ensemble of $K$ centers results in seemingly negative-$U$ behavior. Therefore, the negative-$U$ behavior of $a$-$Si_3N_4$ can be understood as originating from the disorder in the local structure of $K$ centers in the amorphous phase rather than the intrinsic negative-$U$ property of each $K$ center. We calculated charge-trap levels for electrons and holes, and the theoretical estimation is in close agreement with extant experimental data. We believe that the present work provides an alternative aspect in the charge-trapping behavior of amorphous materials, serving as a key to improve the performance of charge-trap devices.
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