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A molecular dynamics study on the interface
morphology of vapor-deposited amorphous
organic thin films†
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The interfaces between amorphous organic layers play an important role in the efficiency and lifetime of

organic light emitting diodes (OLEDs). However, an atomistic understanding of the interface morphology

is still poor. In this study, we theoretically investigate the interfacial structure of amorphous organic films

using molecular dynamics simulations that mimic vapor-deposition processes. We find that molecularly

sharp interfaces are formed by the vapor-deposition process as the interface thickness spans only a

mono- or double-layer in terms of lie-down geometry. Interestingly, the interface is more diffusive into

the upper layer due to asymmetric interdiffusion during the vapor-deposition process, which is well

described by a simple random-walk model. Additionally, we investigate the change in the molecular

orientation of interdiffused molecules, which is crucial for device performance.

1 Introduction

Organic electronics have attracted considerable interest over
the past two decades owing to several advantages such as low
cost, flexibility, and variety of material libraries. In particular,
significant advances were achieved in the applications of
organic light-emitting diodes (OLEDs),1–4 organic photovoltaics
(OPVs),5–7 and organic thin-film transistors (OTFTs).8,9 In these
devices, high efficiencies are achieved by employing multilayer
structures.10,11 For example, OLEDs incorporate multiple
organic layers such as an electron transport layer, hole blocking
layer, emissive layer, etc. In the multilayer structure, the interfaces
between the layers play an important role in device efficiency and
lifetime.12 For instance, the performance of solution-processed
OLEDs lags behind that of vapor-deposited OLEDs due to inter-
mixing among the layers.13 In OPVs, the interface morphology
dictates the energy-level alignment and charge dynamics.14–19 It
was also reported that the organic film at elevated temperatures
undergoes a phase transformation that propagates from the
interface,20–23 which implies that the interfacial structure is
closely related to device stability and lifetime.

The above discussions underscore the importance of under-
standing and controlling the interface structures in improving the
performance and lifetime of organic devices. Various experimental
techniques such as secondary-ion mass spectroscopy,18,24 neutron
reflectometry,12,13,25 X-ray scattering,14,26,27 and photoelectron
spectroscopy14,18,26,27 have been employed to study the interfacial
structures, but their resolution is not sufficient for revealing
microscopic structures in full detail. Furthermore, the mixed
interlayer that forms even at room temperature complicates the
experimental characterization.14

With realistic interatomic interactions, molecular dynamics
(MD) simulation has been a favored theoretical method for
investigating the interfacial structures, which complements the
experimental analysis. A multitude of MD simulations were carried
out on the organic multilayers used in OPVs and OTFTs,15,16,28–34

and they successfully linked the interface morphology such as
molecular packing and orientation to the electronic properties like
band alignment and charge dynamics.15,16,34 However, most of
these simulations involved a crystalline substrate for constructing
the multilayers. In OLEDs, which is the main device that the
present study is concerned with, every organic film is amorphous.
In this case, one may simply cut and join two bulk amorphous
phases to simulate the interface between the amorphous organic
layers.31 However, as was demonstrated for the single-layer
film,35–37 the deposition conditions significantly influence the
molecular orientation in the vacuum-deposited organic films due
to the limited diffusion of organic molecules, which in turn
critically affects the device performance.14,38 This implies that the
deposition-based construction of the interface model is necessary.
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As far as we are aware, such simulations have not been
attempted yet.

In this study, using all-atom MD simulations of vapor-
deposition processes, we model the organic–organic interfaces
that exist in OLEDs and investigate the interface structure
microscopically. In our previous study, we carried out MD
simulations to obtain the process-dependent structure of a
single organic layer.35 Here, we extend this methodology to
study the interface morphology. By analyzing the structure
atomistically, we reveal the structural characteristics of vapor-
deposited organic–organic interfaces and suggest the underlying
formation mechanism. We also examine how the orientation of
interdiffused molecules changes, which is crucial for the OLED
performance.

2 Methods
2.1 Vapor-deposition simulation

The interfacial structure of vapor-deposited organic films is
modeled by using all-atom molecular dynamics simulation that
mimics the vapor-deposition process. The simulation method
is based on that used in our previous study,35 which well
reproduced important features of experimental results. Among
the organic molecules widely used in OLEDs, we choose three
molecules considering the glass-transition temperature (Tg), shape,
and length; 4,40-bis(N-carbazolyl)-1,10-biphenyl (CBP), N,N0-diphenyl-
N,N0-bis(1-naphthyl)-1,1 0-biphenyl-4,40-diamine (a-NPD) and
4,40-bis[(N-carbazole)styryl]-biphenyl (BSB-Cz). The structural
formulae of these molecules are given in Fig. 1 and additional
information such as Tg, molecular length, and molecular volume
is provided in the ESI.† The simulation is performed by using the
LAMMPS39 code with the all-atom optimized potential for liquid
simulations (OPLS-AA)40,41 force field. The default OPLS-AA para-
meters are used when available. The fitted parameters of a
carbazole monomer42 are used to describe the carbazolyl group.
Since the conformation of a-NPD is more complicated than other
molecules, we fit some force-field parameters of a-NPD to density-
functional-theory (DFT) data. Atomic charges are evaluated from
electrostatic-potential charges43 and the main dihedral parameters
are fitted to reproduce the potential energy surface of constrained

DFT calculations. For more details on fitting the force field
parameters, we refer to the previous study.35

The deposition process is simulated by dropping a molecule
into the simulation box every 250 ps with an initial velocity of
1–2 Å ps�1 towards the C60(001) substrate. The bottom-most
part is fixed, and the other parts are simulated using the NVT
ensemble using the Nosé–Hoover thermostat with a time step
of 1 fs. A cutoff distance of 10 Å is applied to the Coulomb and
van der Waals interactions and the long-range electrostatic
interactions are not considered (see ESI† for comparison).
The deposition rates are 0.06–0.13 molecules nm�2 ns�1, which
are similar to the values obtained in other vapor-deposition
simulations.29,44 These deposition rates are much faster than
those of the typical experimental conditions, meaning that the
deposited molecules in the simulation box have much less time
to diffuse. To compensate this time-scale gap, we accelerate
the diffusion of the deposited molecules by maintaining the
temperature of the last deposited molecule above Tg. Lyubimov
et al.37 showed that a high deposition rate causes a temperature
shift while preserving the structural properties. Therefore, we
expect that the present simulations are comparable to experi-
ment except that the corresponding temperature would be
lower in experiment. (The direct extrapolation to the experimental
timescale is not feasible because of the high computational cost in
obtaining multiple points and uncertainty in the extrapolation.)
The x and y dimensions of the simulation box are set to be longer
than three times the molecular length (8.4 nm for the system with
BSB-Cz, and 5.6 nm for the CBP/a-NPD system).

The interfacial structure is modeled by growing two layers
sequentially. Each layer is deposited until its thickness reaches
B6 nm. The total simulation takes 6.6–13.3 � 107 steps, which
corresponds to 66–133 ns. The final structures contain 650–
1380 molecules in total. We consider four types of interfaces:
CBP/BSB-Cz, BSB-Cz/CBP, CBP/a-NPD, and a-NPD/CBP. (A/B
means that the B layer is grown on top of the A layer.) CBP/
BSB-Cz is a typical interface between two linear molecules with
different chain lengths, whereas CBP/a-NPD may represent the
interface between a linear molecule and a more three-dimensional
molecule. The deposition process is simulated at two substrate
temperatures (400 and 450 K) to study how the temperature affects
the molecular orientation around the interface. Each temperature
was chosen because organic molecules have distinct orientations
in the bulk film.35 Specifically, at 400 K, the average percentage of
the horizontal component of the long molecular axis vector is 87%
for CBP and 77% for NPD (the ratio is 67% for an isotropic film). At
450 K, the ratio is 93% for BSB-Cz and 63% for CBP, meaning that
BSB-Cz tends to lie down and CBP is slightly standing up. Note
that the substrate temperature does not correspond to the actual
temperature in the experiment due to the limited diffusion time in
the simulation.35

The molecular orientation of the deposited film is investi-
gated using the orientational order parameter S, which is
defined as

S ¼
3 cos2 y
� �

� 1

2
; (1)

Fig. 1 Structural formulae of molecules used in the simulation.
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where the angled bracket indicates the ensemble average and y
is the angle between the molecular axis and the substrate
normal. We define the molecular axis as an axis connecting
two nitrogen atoms in each molecule. When every molecule is
oriented horizontally, isotropically, and vertically, S equals
�0.5, 0, and 1, respectively. The ensemble average in eqn (1)
is applied over the entire film. We note that the first few layers
of the bottom layers are oriented more horizontally because
they are close to the crystalline substrate, and thus they have
smaller S values than in the bulk. However, their influence on
the average S is negligible (within 0.01) because of their small
fraction.

2.2 Frozen-bulk method

Modeling the interfacial structure requires simulations of a
system that is much larger than a single-layer film, and the
computational cost becomes prohibitively expensive as the film
thickness increases during the deposition process. To over-
come this, we introduce a technical approximation dubbed the
‘‘frozen-bulk method’’ that can significantly increase the com-
putational speed without compromising the accuracy. The
frozen-bulk method was inspired by the observation that if
the temperature is lower than Tg, the morphology of the bulk
region that is far away from the surface does not change
meaningfully during the simulation. In addition, we confirmed
that the local vibration within the bulk region does not affect
the morphology of the upper layers (not shown). Therefore, one
can fix the atomic positions in the bulk region and still obtain
the same morphology.

Fig. 2 shows the idea of the frozen-bulk method schematically.
The distance from the surface to the frozen bulk (‘Fixed’ in Fig. 2)
is determined by inspecting the orientational change against
depth during the simulation (see ESI† for details and validation).
On the other hand, the thickness of the fixed region is chosen by
considering the pairwise cutoff and molecular length. For
instance, in the case of the BSB-Cz/CBP film in Fig. 2, the distance
from the surface to the fixed region is 6 nm (about three times
the molecular length) and the thickness of the fixed region is
2 nm. The region below the frozen bulk is removed from the
simulation box for further speeding-up (‘Removed’ in Fig. 2).

The regions are determined every time when a new molecule is
deposited. After the deposition simulation is completed, the
final structure is reconstructed by attaching the removed parts
to the final snapshot. A further equilibration step is not
performed because the structural changes were negligible when
tested on the BSB-Cz/CBP sample (see ESI† for detailed validation).
By utilizing the frozen-bulk method, we were able to accelerate the
simulation by up to 5 times without sacrificing the accuracy. We
note that the fixed part could affect the dynamics of adjacent
molecules. However, since the thickness of the NVT part was
carefully set to be sufficiently large, the influence of the fixed part
on the results is negligible (see ESI† for validation).

2.3 Definition of interdiffusion

When two layers form an interface, the sharpness of the inter-
face is important, which is related to the interdiffusion of the
adjacent layers. The degree of interdiffusion is usually estimated
by the density profile of each component along the normal
direction of the interface. However, when the intermixed layer is
as thin as a few nanometers, such a plane-average method
becomes less reliable because of lateral roughness in the density
profile. In the present work, we introduce a more microscopic
definition for interdiffusion. First, we define a set of atoms,
N(m), that neighbors a certain molecule m within the specific
cutoff distance (rc; 6 Å in the present work). That is to say, atoms
belonging to N(m) are within rc of a certain atom in molecule
m (but not a part of m). Fig. 3 shows the definition of
N(m) schematically. Physically, the atoms in N(m) are those
effectively interacting with the molecule m, and this definition
allows for the consideration of a non-spherical molecular shape
as well.

Based on N(m), we define P(m;A) as the proportion of A-type
molecules among the neighbors of molecule m:

Pðm;AÞ ¼

P
j2NðmÞ

tj ¼ A
� �

P
j2NðmÞ

1
; (2)

where the square-bracket function in the numerator is 1 if the
type of molecule containing atom j (tj) is A, and zero otherwise.

Fig. 2 Schematic figure describing the frozen-bulk method with an example
of depositing CBP molecules on the BSB-Cz film. Red and blue molecules
indicate NVT and fixed parts, respectively. The molecules removed from the
simulation are coloured in grey. The interface between CBP and BSB-Cz is
marked by the horizontal dashed line.

Fig. 3 Schematic figure showing the definition of N(m). Green points are
atoms that belong to the molecule of interest (molecule m). Blue and red
points within the dashed boundary are atoms in the molecule of type A and
B, respectively, that are within the cutoff radius (rc) from a certain atom in
molecule m. N(m) is the set of blue and red points.
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Now, we divide the A/B multilayer into three distinct regions
according to the value of P(m;A):

Region ¼

bulk of A

bulk of B

interface

if Pðm;AÞ4 0:5þ Pth

if Pðm;AÞo 0:5� Pth

otherwise

8>>><
>>>:

: (3)

This regional division facilitates analysis on the interface
structure and quantification of interdiffusion. In eqn (3), the
threshold value Pth is set to 0.2, but the results are largely
insensitive to the choice of Pth. Finally, we define interdiffusion
in the A/B multi-layer as the diffusion of A molecules into the
bulk region of B (upward-diffusion) or vice versa (downward-
diffusion). Fig. 4 illustrates these definitions.

3 Results and discussion

Using the methods outlined in the previous section, we carried
out MD simulations and obtained interfacial structures with
the four combinations. For the statistical average, we repeated
the simulation three and four times for each interface model
containing a-NPD and BSB-Cz molecules, respectively. The total
numbers of molecules involved in the average are 130–284
(148–356) for the interface region and 2–14 (4–33) for the
interdiffused molecules at 400 K (450 K). As a representative
case, Fig. 5 shows the structure of the BSB-Cz/CBP film
obtained from the MD simulations. For visual clarity, the CBP

and BSB-Cz bulk regions identified by eqn (3) are artificially
pulled apart.

The interface thickness is typically estimated from the
xy-averaged density profile of each component along the z-axis
(substrate normal). However, this plane-average method can
overestimate the interface thickness because the interface
roughness smears the density profile. Here, we propose a new
method to estimate the interface thickness based on the region
defined in eqn (3). The interface thickness can be calculated by
first dividing the xy-plane into 4� 4 Å2 grids and then calculating
the thickness of each grid as the difference between the maximum
and minimum z-coordinates of the molecular surface of the inter-
face region within the grid. The molecular surface is constructed by
convoluting the atomic sphere of the van der Waals radius with
the atomic positions. The average of the grid thickness is
regarded as the interface thickness. The density profile along
the vertical direction and the comparison between the interface
thicknesses evaluated by the plane-average method and the new
method are given in the ESI.† We note from the density profile
that the interface region is densely packed and the molecular
mixing in the interface region does not give rise to a low-density
region.

The average thickness of each interface type is compiled in
Table 1. Several observations can be noted; the interface thick-
ness spans around 1–2 molecular layers (in lie-down geometry),
which is much sharper than the solution-processed films,
whose thickness is typically 10–20 nm.12,24 On average, the
thickness increases by 27% when the substrate temperature
increases from 400 to 450 K, which is a result of the enhanced
thermal diffusion. The difference in the interface thickness
between A/B and B/A (reversed deposition order) is 3% on
average, suggesting that the deposition order has little influence
on the interface thickness. It is also notable that the interface
thickness increases by 15% when BSB-Cz is replaced with a-NPD
although the degree of interdiffusion is similar (see Fig. 6).

In Fig. 5b, the molecules are colored by their type, which
identifies the interdiffused molecules in the opposite bulk
regions. This can be quantitatively analyzed in terms of inter-
diffused volume that is defined as the number of interdiffused
molecules multiplied by their molecular volume in the bulk
amorphous phase. Fig. 6 shows the total interdiffused volume
per area for the four interface types. It can be seen that the
upward-diffusion is more frequent than the downward-diffusion
in all samples (on average 2.5 times), which implies that the
interface morphology is asymmetric. The detailed explanation
will be given below. It can also be seen that the interdiffusion is
significantly enhanced at higher temperatures.

Characteristic features in Fig. 6 can be understood by tracing
atomic trajectories during MD simulations. For example, it can
be found from the 450 K data that the diffusion direction is

Fig. 4 Schematic illustration of the A/B interface colored with (a) molecule
type, (b) P(m;B), and (c) distinct regions. The dashed lines in (b) and (c) are
the contour lines on which P(m;B) is 0.3 or 0.7. The interdiffused molecules
are highlighted in (c) by arrows.

Fig. 5 The structure of the BSB-Cz/CBP film that is split apart according
to the region. Molecules are colored by (a) their P(m;CBP) values and (b)
their types. In (b), molecules in the bulk region are rendered transparent.

Table 1 Average thickness (Å) of interface layer

CBP/BSB-Cz BSB-Cz/CBP CBP/a-NPD a-NPD/CBP

400 K 8.38 9.33 10.38 10.67
450 K 11.72 11.02 12.20 12.86
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more symmetric in BSB-Cz/CBP than in CBP/BSB-Cz. (This is
less clear in the 400 K data because of the small sample size.)
This is because CBP is more mobile than BSB-Cz due to the
smaller molecular mass and shorter chain length. Even though
upward-diffusion is more frequent in general (see below) and
the molecular volume of BSB-Cz is 42% larger than that of CBP,
the upward-diffusing BSB-Cz is slower than the downward-
diffusing CBP in BSB-Cz/CBP, and so the asymmetry is partly
suppressed. For another example, when comparing BSB-Cz/CBP
to a-NPD/CBP, it can be seen that a-NPD is faster than BSB-Cz,
which is expected from the difference in Tg between the two
molecules. Besides Tg, the molecular shape also affects the
interdiffusion; comparing BSB-Cz/CBP and a-NPD/CBP, we note
that the diffusion of CBP into a-NPD is slower than the diffusion
of CBP into BSB-Cz even though BSB-Cz has a higher Tg. Since
a-NPD molecules are interlocked due to the propeller-shaped
side groups, it is difficult for CBP to penetrate and hence the
diffusion of CBP into a-NPD is hindered. In contrast, BSB-Cz
and CBP both form stacked structures, which makes it easier for
CBP to penetrate BSB-Cz by slipping.

The asymmetry between the upward-diffusion and downward-
diffusion originates from the fundamental aspect of vapor-
deposition processes, which applies to the single-layer as well
as multi-layer. That is to say, the molecules near the surface have
much higher mobility than the molecules in the bulk region
because they are exposed to the free space. As such, one can
simply consider the surface layer as mobile and the bulk layer as
immobile. During the deposition process, the surface rises up
and the molecules beneath the surface become immobile.
Therefore, the molecules diffusing downward become immobile
whereas the molecules diffusing upward remain mobile and so
can diffuse further upward (see Fig. 7a). This asymmetric
interdiffusion results in the interface morphology that is more
diffusive into the upper layer. In contrast to asymmetric vertical
distribution, we find that the lateral distribution of the mole-
cules is random and uniform; no phase separation is observed,
and the two types of molecules are evenly mixed like a solid
solution.

To analyze the asymmetric interdiffusion quantitatively, we
define the z-displacement as the displacement of the center of
mass of a molecule in the z-direction in reference to the initial

landing position on the surface. Therefore, a positive (negative)
z-displacement means that the molecule diffused upward
(downward) during the simulation. Fig. 7b shows the distribution
of the z-displacement obtained from the deposition simulation of
a pure CBP film. The distribution is positively skewed, meaning
that the upward-diffusion is more active than the downward-
diffusion. The distribution of z-displacement can also be repro-
duced by a simple one-dimensional random-walk model. In short,
this model captures the key feature of the deposition process that
the molecules are mobile within a certain surface thickness and
stuck below this area. (The details of the model and simulation
methods are provided in the ESI.†) With parameters adjusted
properly, the model well reproduces the z-displacement of the
CBP film, as shown by the dashed line in Fig. 7b.

Lastly, we investigate the molecular orientation since it is
related to key properties such as charge transport and out-coupling
efficiency in OLEDs.38 (In OPVs and OTFTs, the molecular
orientation at the interface affects the band alignment and
charge transport.15–19) The molecular orientation is quantified
by the orientational order parameter S as explained in the
method section. Fig. 8 shows the region-averaged S values of
the four interfaces deposited at 400 K and 450 K. We note that
only a few molecules are intermixed at 400 K (see Fig. 6) and so
the S values in those cases may not be statistically reliable for
interdiffused molecules (these data are marked with empty
symbols).

In Fig. 8, we notice that the molecular orientation in the
interface region is similar to that in the bulk region in all cases;
the intermixing does not lead to a dramatic change in the
molecular orientation in the interface region. On the other
hand, the films deposited at 450 K show that the S value of
interdiffused molecules deviates from the value in the bulk
region. To be specific, in the CBP/BSB-Cz and BSB-Cz/CBP
films, the S value of interdiffused molecules becomes much
closer to that of the other molecular species in their bulk region
(except for the interdiffused BSB-Cz in the CBP). This can
be explained in a similar way to the S value of a dopant in a
host–dopant system that becomes closer to that of the host;35

Fig. 6 Total interdiffused volume per area of the four interface types
deposited at 400 and 450 K. The upper and lower parts show upward-
diffusion and downward-diffusion, respectively.

Fig. 7 (a) Schematic illustration of the diffusion during the vapor-deposition
process. The molecules near the surface (red) are mobile whereas the
molecules in the bulk (blue) are immobile. As the deposition progresses,
the surface shifts upwards and so does the mobile region. While the mobile
molecules that diffused downward become immobile, the molecules that
diffused upward are still mobile. (b) The histogram of the displacement in the
z-direction obtained from the deposition simulation of a CBP film and the
random-walk model.
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since CBP, BSB-Cz, and a-NPD do not have a permanent dipole
moment, it is reasonable to assume that the molecular orientation
is mainly determined by short-range interactions. Therefore,
molecule m behaves as if it were embedded in an A–B mixture
where the concentration of A is P(m;A). We also note in Fig. 8 that
the S value of CBP in the interface region of CBP/BSB-Cz is higher
than that of BSB-Cz/CBP since the proportion of the bottom-layer
molecule at the interface is higher than that of the top-layer
molecule. This indicates that the order of deposition affects the
molecular orientation at the interface.

At 450 K, CBP and a-NPD have similar S values. Therefore,
the S values in the interface regions of a-NPD/CBP and CBP/
a-NPD are almost the same as those in the bulk region. However,
it is noticeable that the interdiffused CBP has S values closer to
zero in both a-NPD/CBP and CBP/a-NPD. This might be caused
by the difference in the molecular shape between CBP and
a-NPD; BSB-Cz and CBP are both linear molecules, so they tend
to align themselves, which biases the dopant molecules in the
same direction. However, due to the propeller-shaped side
groups in a-NPD, the molecular axis of CBP may not easily
align with that of a-NPD even though they are close to each
other. This suggests that planar molecules have a tendency of

having a random orientation when diffused into the bulk
region of three-dimensional molecules.

4 Conclusions

In summary, we modeled the interfacial structure of amorphous
organic multi-layers by molecular dynamics simulation that
mimics the vapor-deposition process. We introduced the frozen-
bulk method that speeds up the interface modeling, which allows
for atomistic modeling of large stacks of organic layers. The
interfacial structures were analyzed systematically by introducing
P(m;A) that effectively represents the composition in the local
environment. It was found that the thickness of the intermixed
layer is about 1–2 molecular layers after simulations. The inter-
facial thickness depends on the substrate temperature and on the
combination of compounds but little on the deposition order. The
interface region was densely packed, and the molecules were
evenly mixed like a solid solution. There was an asymmetry in
the interdiffusion such that the upward-diffusion was stronger
than the downward-diffusion. This was due to the asymmetric
nature of the vapor-deposition process, which can be well
described by the simple random-walk model. This asymmetric
interdiffusion resulted in the interface morphology that is
asymmetric in the vertical direction. The molecular orientation
of interdiffused molecules was also investigated and it was
found that when the orientation in the interface region was
similar to that in the bulk region, the interdiffused molecules
oriented as if they were in a host–dopant system.35 The deposition
order affected the molecular orientation in the interface region
and the interdiffusion asymmetry.

The detailed knowledge of the density profile and molecular
orientation obtained in this work will be useful for multi-
scale device simulations to model more realistic interface
structures,45 which could predict the influence of the interface
morphology on device performance. For instance, intermixing
at the interface is known to both adversely and beneficially
affect the device performance by increasing driving voltage,13

suppressing charge accumulation,13 and promoting charge
separation.14 Although this study focused on amorphous
materials, the same modeling technique can be applied to
interfaces including crystalline materials, which are used in
OPVs and OTFTs. We believe that this study contributes to
the understanding of the interface morphology and interface
physics of organic thin films.
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