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a b s t r a c t

Ab initio calculations based on the density functional theory (DFT) become a vital tool in material sci-
ence for understanding and predicting material properties. However, DFT calculations involve several
parameters and procedures that call for deep understanding on underlying theories and preceding
knowledge on certain properties of target materials. Such technicalities cost a significant amount of
human time and expose practitioners to mistakes. Here, we introduce a fully automated package for
DFT calculations, automated ab initio modeling of materials property package (AMP2), which aims
to produce key DFT properties of crystalline materials with essentially no user intervention except
for initial structural information. This is achieved through algorithms that automatically determine
various technical parameters and make self-decisions during computational workflow. As results, AMP2

is material-agnostic and provides a highly accurate band structure, band gap, effective mass, density of
states and dielectric constant for the given material. Notably, the package finds the antiferromagnetic
ground state by applying a genetic algorithm to effective Ising models. AMP2 also addresses band-gap
underestimation in semilocal functionals with help of a hybrid functional, thereby producing a more
accurate band gap, even if the material turns out to be metallic within the semilocal functional. We
believe that the present package will significantly expand usage of DFT calculations by making them
more accessible.
Program summary
Program Title: AMP2

CPC Library link to program files: http://dx.doi.org/10.17632/5rdw9jv5vp.1
Licensing provisions: GPLv3
Programming language: Python
Nature of problem: Conducting ab initio calculation under a fully automated protocol to obtain
crystalline properties
Solution method: Construct workflow to estimate material properties using the density functional
theory. Ising model and genetic algorithm are used for identifying magnetic spin ordering.

© 2020 Published by Elsevier B.V.

1. Introduction

Owing to the high accuracy and ab-initio nature, theoretical
analysis based on the density functional theory (DFT) [1] is now
established as a principal pillar in material science, explaining
experimental data in atomistic detail. The predictive capability
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of DFT also enables screening a large pool of materials, thereby
suggesting promising candidates in various applications [2–13].
The popularity of DFT calculations is largely indebted to sophis-
ticated programs such as VASP [14], Quantum-ESPRESSO [15],
SIESTA [16], ABINIT [17], CASTEP [18], etc. These programs be-
come reliable through enduring tests by a vast number of re-
search groups from diverse fields.

While many DFT programs constantly improve to be more
user-friendly, the ab initio calculation still requires in-depth kno-
wledge on underlying numerical algorithms as well as funda-
mental theories on electronic structures. This is the case even
for calculations on simple crystals, which forms a base for more
advanced studies on defects and surfaces. For instance, several
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computational parameters should be chosen by considering
whether the material is metallic or insulating. Furthermore, DFT
calculations undergo several intermediate steps before obtaining
a physical quantity, demanding careful management of input
or output files. These technical hurdles stretch the learning pe-
riod that practitioners should spend on accumulating enough
experience to be able to produce reliable data.

Recently, several automation utilities for DFT calculations have
been developed with an aim to accelerate data production by pro-
viding algorithms for calculating target properties. (For instance,
AiiDA [19], atomate [20], pymatgen [21], and aflow [22].) While
these automation packages help lower the learning curve as well
as reduce human mistakes in using DFT programs, current im-
plementations still assume that users are familiar with technical
details, which can be a significant barrier to less experienced
users.

In this paper, we introduce ‘automated ab initio modeling of
materials property package’ (AMP2), a full-fledged automation
script running a DFT program, specifically VASP. Starting from
information only on the crystalline structure, AMP2 calculates
key properties of crystalline materials using algorithms that au-
tomatically determine various technical parameters and make
self-decisions during the computational workflow. The main phi-
losophy of the package is to minimize human interference in
ab initio calculations, still producing highly accurate results. This
is enabled by sophisticated algorithms that incorporate well-
established know-hows, thereby fully automating the computa-
tional procedure.

AMP2 is material-agnostic and requires only the structural
information from the user, and delivers various crystalline prop-
erties such as band gap (Eg), band structure, density of states
(DOS), effective masses, and dielectric constants (optical or static).
Notably, the package finds the antiferromagnetic ground state
and overcomes band-gap underestimation in conventional DFT
calculations with the help of a hybrid functional. The crystalline
properties obtained by AMP2 will be useful in advanced materials
modeling on defects and surfaces.

The following sections are organized as follows: in Section 2,
we overview the main workflow of AMP2. Section 3 explains key
algorithms in more detail. In Section 4, we show how to install
and use AMP2 with discussions on test results and limitations.
Finally, we summarize and conclude in Section 5.

2. Overall workflow

Fig. 1 shows the main workflow of AMP2. The DFT calcula-
tions in the package are carried out by VASP [14], and users
should have a valid version of VASP installed in the local com-
puter. Since most functions required by AMP2 are also avail-
able in other DFT codes, the present automation framework
would be also compatible with them via proper modifications.
(For instance, we were able to make a version of AMP2 to be
compatible with Quantum-Espresso just by developing interfac-
ing modules between Quantum-Espresso and common libraries.)
First, the code receives a structure file that contains information
on atomic positions and lattice vectors. The valid structure for-
mats are Crystallographic Information File (CIF) or VASP input
files. Subsequent workflows are split into two parts; core set-
ting and computation of physical properties. In the core setting,
the package first carries out convergence tests to determine
basic computational parameters such as k points and cutoff en-
ergy (Ecut), then subsequently obtain the theoretical equilibrium
structure. In particular, the package identifies zero-temperature,
collinear magnetic ordering for materials possessing local mag-
netic moments. While there is no restriction on input structures,
it is implicitly assumed that the given structure is reasonably

close to the theoretical equilibrium. This is because convergence
tests are carried out only on the initial structure. About the
exchange–correlation functional, the default setting uses Perdew
–Burke–Ernzerhof (PBE) functional [23] as a generalized-gradient
approximation (GGA) but the local-density approximation (LDA)
[24] and hybrid-functional method [25] can be used as well. By
default, the spin–orbit-coupling (SOC) is not included but users
can activate the SOC option when necessary. (The effects of SOC
can be significant for elements heavier than Tl.) For electron–
ion interactions, basic types of projector-augmented wave (PAW)
pseudopotentials are selected but users can choose other types
if necessary. Detailed guidelines to modify the computational
setting are discussed in the manual [26].

Computational conditions and equilibrium structure deter-
mined in the core setting transfer to ensuing calculations on
crystalline properties. The electronic information such as the
band structure and DOS is obtained first. The underestimation of
Eg is addressed by the one-point hybrid functional method [4].
(See below for details.) For materials with a relatively small gap
(≲ 1 eV) such as Ge, the PBE functional often concludes a metallic
nature incorrectly. To overcome such problems that are typical in
semilocal functionals, AMP2 examines DOS near the Fermi level
(EF) for metallic materials within PBE and inspect a possibility of
gap opening. By carrying out one-point hybrid-functional calcula-
tions on selected k points, the package determines the metallic or
semiconducting nature more reliably. For materials with a finite
Eg, the package continues to evaluate dielectric constants and
average effective masses of electrons or holes. By default, all the
properties are calculated but users can choose target quantities
selectively.

For transition-metal elements with localized 3d electrons (V
∼ Zn), electronic correlations from the on-site Coulomb repul-
sion can significantly affect the band structure. This is efficiently
described by PBE + Hubbard U method [27]. We adopt U values
from Ref. [28]. However, for metals where the on-site Coulomb
interaction is screened by free carriers, it is more appropriate
to use the bare PBE functional (U = 0). In order to take this
into account, AMP2 applies the PBE+U scheme only when the
compound simultaneously includes 3d transition-metal element
(V∼Zn) and non-metal (H, He, C, N, O, F, Ne, P, S, Cl, Ar, Se,
Br, Kr, I and Xe) or semi-metal (B, Si, Ge, As, Sb, and Te) ele-
ments. Furthermore, if materials are found to be metallic from
the band structure and small-gap correction (see above), then the
calculation restarts from the beginning without on-site U terms.
(Nevertheless, the results from PBE+U are stored because they
can be used later in evaluating the formation energies of related
compounds that need U contributions.) For half-metals such as
CrO2, Fe3O4, Co2MnSi, and Li2NiSiO4, it is known that correct
electronic structures are obtained by including on-site Coulomb
interactions [29,30]. Therefore, AMP2 applies PBE+U methods to
this class of materials in spite of metallicity.

3. Key algorithms in AMP2

3.1. Convergence test for k points and cutoff energy

In solving Kohn–Sham equations within the momentum-space
formalism [31] using a plane-wave basis, one should introduce
approximations on the k-point mesh in the Brillouin-zone (BZ)
integration and the maximum kinetic energy (Ecut) for the plane-
wave expansion. These parameters are usually selected by in-
specting convergence of various physical properties. For the core
setting, AMP2 examines the total energy per atom and stress
tensor, and determines parameters that are reasonable for most
calculations. We note that computational costs for the conver-
gence test are negligible compared to other steps. In addition,
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Fig. 1. The main workflow of AMP2 . The light arrows indicate the flow of information between different types of calculations.

different cutoff energies are often required between similar ma-
terials (for example, AlCaF5 and AlCa2F7). Therefore, it is safe and
reasonable to perform convergence tests independently for each
material.

The k points are selected on a regular mesh within the first
BZ [32]. The dimension of mesh grids (N1, N2, N3) and frac-
tional k points along each direction are determined by an integer
parameter nk as follows:

Ni = ceil [bi/(bmax/nk)] (i = 1, 2, 3), (1)

kmi =
2m − Ni − 1

2Ni
(m = 1, 2, . . . ,Ni), (2)

where i is the axis index, bi is the length of ith reciprocal lattice,
bmax is the maximum among {bi}. According to Eq. (1), Ni for
the longest reciprocal lattice is nk while other Ni’s are scaled by
bi/bmax. By ratcheting up nk, more dense meshes are selected. To
note, if Ni is an odd number, 0 is selected in kmi along the ith axis
while it lies on the middle of the grid for an even Ni. For the BZ
integration, the package uses a Gaussian smearing with the width
of 0.05 eV, which gives reasonable results in most cases.

The k-point meshes in Eqs. (1) and (2) work well for most
materials. However, some symmetry groups need caution; in the
case of hexagonal and rhombohedral structures, AMP2 shifts the
k-point mesh in Eq. (2) such that the mesh always includes the
Γ point. This is to ensure that symmetrically equivalent k points
lie on the mesh. For the same reason, an overriding rule applies
to the body-centered tetragonal and body-centered orthorhombic
cells. In these unit cells, axis lengths of the primitive cell are iden-
tical but the reciprocal lattice vectors differ in length. However,
Ni’s are equalized to make the k-point mesh to be self-inclusive
under the symmetry operations.

The PAW pseudopotentials include Ecut recommended for each
element, and VASP uses the maximum Ecut among constituent
elements by default. Starting from an Ecut that is 50 eV below
the VASP default, AMP2 increases Ecut by 50 eV. As shown in
Fig. 2, the package determines a converged k-point grid and Ecut
when the total energy and stress-tensor components agree with
next two values within 10 meV/atom and 10 kbar (the next
values also should agree with each other). The present conver-
gence test usually results in Ecut higher than the VASP default
by 50–100 eV. The energy difference, which is a more relevant
quantity, converges faster than the total energy. Therefore, under
the convergence criterion of 10 meV/atom, we expect that energy
differences converge within a few meV/atom, which would be
sufficient in most cases. On the other hand, the convergence
condition of 10 kbar on stress tensors considered that typical

Young’s moduli of inorganic materials are over 100 GPa (1 Mbar),
which implies that errors in lattice parameters are less than 1%.
However, soft materials call for cautions (see Section 4.4).

We do not consider the convergence in atomic forces be-
cause they are strictly zero in the crystals with high symmetry.
Nevertheless, we find that the convergence of energy and stress
also ensures that of atomic force. For example, Fig. 2 shows that
atomic forces converge within 0.02 eV/Å. We also note that the
converged k-point grids are rather insensitive to Ecut as confirmed
in Fig. S1 and S2, implying that the convergence behaviors with
respect to the k-point grid and Ecut are decoupled. Therefore, the
k-point test is done first with a default Ecut followed by the Ecut
test at the converged k-point grid.

3.2. Optimizing structures

To obtain a structure that is theoretically optimized, the struc-
tural relaxation is conducted until magnitudes of atomic forces
and every component of stress tensors are lower than 0.02 eV/Å
and 10 kbar, respectively. During the relaxation, the initial sym-
metry is maintained. For each ionic step, the self-consistent it-
eration is carried out until the total energy converges to within
10−6 eV. Following the default setting in VASP, the package
employs the Block Davidson method for every procedure. If the
total energy does not converge in spin-polarized calculations,
the package modulates parameters for mixing input and output
charge densities according to a recipe suggested in the VASP
manual [33].

Occasionally, the lattice parameters change significantly dur-
ing optimization. This effectively alters Ecut because the dimen-
sion of real-space grids is fixed. To maintain the computational
accuracy, the package iterates the structural relaxation from
the previously optimized structure until lattice vectors change
lengths and angles within 0.2% and 0.1◦, respectively, after re-
laxation.

3.3. Magnetism

By default, AMP2 assumes spin-unpolarized calculations. How-
ever, for elements possessing localized or unpaired electrons,
the spin-polarization would be significant. To address this, the
package automatically turns on ferromagnetic spin-polarization
if input materials satisfy any of the two following conditions;
(i) Materials include metal elements whose valence electrons
partially occupy d orbitals (Group 4 ∼ Group 12) or f orbitals
(lanthanides and actinides). (ii) The total number of electrons
in the unit cell is odd. The electronic iteration requires starting
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Fig. 2. Convergence test of (a) k-points for ReO3 and (b) cutoff energy for InF3 .
The vertical dashed lines indicate the converged k-points (or cutoff energy). σmax
is the maximum absolute component in the stress tensor. For comparison, the
maximum force component is also plotted.

magnetic moments of atoms to construct an initial spin-polarized
charge density. In the case of (i), the package sets initial magnetic
moments considering the number of valence electrons and charge
states (if available) in CIF files. This usually helps facilitate the
electronic convergence. For example, the initial magnetic mo-
ment of Ni2+ in NiO is set to be (0.5 + 2) µB (2 is the number
of unpaired electrons in the high-spin configuration). If the infor-
mation on the charge state is not available, the default value of 3
µB is used. In the case of (ii), the package uses a default setting
in VASP (1 µB for every element).

The spin-polarized calculations are performed for convergence
tests and structural relaxations. Then, if the local magnetic mo-
ment of every atom is less than 0.2 µB, AMP2 concludes that
the material is non-magnetic and carry out additional relaxations
with the spin-unpolarized setting. In estimating local magnetic
moments, we employ a projection scheme utilizing PAW projec-
tors (LORBIT = 11). The threshold value of 0.2 µB is chosen on
the following grounds; for 100 materials in which every local
moment is less than 0.2 µB under a spin-polarized initial setup,
we find that energy differences between spin-unpolarized and
spin-polarized calculations are less than 3 meV/atom with almost
identical DOS, indicating a non-magnetic nature.

Notably, AMP2 provides an option to search a stable anti-
ferromagnetic ordering. This is particularly useful for materials
including 3d transition metal atoms (Ti∼Cu). The package finds
the ground-state collinear magnetic spin ordering using the Ising
model, following an algorithm suggested in Ref. [34]. Fig. 3 il-
lustrates the schematic procedure. First, ions with local magnetic
moments are assigned [Fig. 3(a)] based on the starting ferromag-
netic calculations. Next, a supercell to evaluate Ising coefficients

Fig. 3. Schematic diagram for identifying the ground state spin ordering with
the example of NiO.

is constructed and the package estimates exchange integrals from
total energies of various spin configurations [Fig. 3(b)]. (Here,
magnitudes of initial magnetic moments are set to those from the
ferromagnetic calculation.) Once every Ising coefficient is deter-
mined, supercells within the Ising model are constructed by ex-
panding the unit cell in various ways up to a 2 × 2 × 2 repetition.
To search for low-energy spin ordering, AMP2 considers every
possible spin configuration if the number of spin-polarizable ions
is less than 9. Otherwise, a genetic algorithm is used. The candi-
date orderings with low energies are then selected [Fig. 3(c)] and
their primitive cells are identified by utilizing the spglib library
in Phonopy [35]. Finally, by comparing DFT total energies among
the candidate structures, AMP2 finds the most stable ordering
[Fig. 3(d)]. In doing so, k points are resampled for each structure
according to Eqs. (1) and (2) adopting the converged bmax/nk
for the ferromagnetic cell. For computational consistency, AMP2

obtains a converged k-point grid freshly for the final antiferro-
magnetic unit cell. In Ref. [34], the present algorithm successfully
identified ground-state spin ordering of various transition metal
oxides such as NiO, Mn3O4 and CoCr2O4. We also confirm that the
method works well for antiferromagnetic metals such as MnPt,
MnS, FeCl2, and FeF2. To note, the additional computational cost
for identifying the anti-ferromagnetic structure is not significant
compared to the time for evaluating the whole properties.

3.4. Band structure and density of states

For the band structure, AMP2 computes Kohn–Sham eigen-
values along the lines connecting every combination of high-
symmetry k points in Ref. [22] with a line density of 0.04π
Å−1 by carrying out non-self-consistent calculations. We name
the selected k-point set as K. In graphic presentation of band
structures, those paths explicitly chosen in Ref. [22] are displayed.
The Fermi level (EF) is obtained during self-consistent calculations
(ESCF

F ). In the case of metallic systems, EF is simply equal to
ESCF
F . For semiconductors or insulators, EF is set to the maximum

eigenvalue within valence bands (enumerated for K) because
sparse sampling in the self-consistent calculation could under-
estimate EF for dispersive valence bands. (The next subsection
discusses how to judge metallicity.) In obtaining DOS, the package
doubles the mesh dimension of k points compared to that used
in the structural optimization, which provides almost converged
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DOS shapes (see Fig. S3 for comparing DOS between doubling
and quadrupling k points). The package calculates DOS with the
tetrahedron method with the Blöchl correction [36]. AMP2 does
not include spin–orbit coupling (SOC) by default but users can
turn it on for the band structure and DOS by specifying elements.
In this case, the self-consistent calculation is also performed with
SOC included.

3.5. Band gap

In order to determine metallicity or estimate Eg, AMP2 utilizes
the band structure obtained in the above. The package first sorts
all the eigenvalues evaluated at k ∈ K in the increasing order and
occupies them up to Nel · Nk · Nspin where Nel is the number of
electrons in the unit cell, Nk is #K, and Nspin is the spin degree
of freedom (1 or 2). Then, Eband

F is defined as an average between
the highest energy among occupied states and the lowest energy
among unoccupied states. If Eband

F lies between the maximum
and minimum energies of any one band (i.e., the same band
index), the material is obviously metallic because EF should cross
the band. Otherwise, the valence-band maximum (VBM) and
conduction-band minimum (CBM) are set to the energy level clos-
est to Eband

F among the occupied and empty bands, respectively. If
Eg = ECBM − EVBM < 0.01 eV, the material is regarded as a metal,
otherwise it is an insulator or semiconductor with the band gap of
Eg. (The finite upper bound of 0.01 eV considers that eigenvalues
are calculated at discrete points, not along continuous lines.)

It is well known that the PBE functional underestimates the
band gap by 40%–60% [37]. The hybrid functional method, no-
tably Heyd–Scuseria–Ernzerhof functional (HSE06; simply HSE in
this work) [25] significantly alleviates the discrepancy by par-
tially incorporating exact exchange energies, thereby mitigating
self-interaction errors in the conventional DFT. However, the
method is computationally too expensive to apply to the whole
procedure. Thus, AMP2 estimates HSE eigenvalues at k points cor-
responding to VBM and CBM from the PBE band structure while
self-consistent calculations are carried out within HSE based on
the relaxed structure in the PBE calculations. We call this ap-
proach one-shot hybrid calculations (HSE@PBE). This assumes
that band edges from HSE and PBE lie on the same k points.
In Ref. [4], it was shown that this approach yields band gaps in
many materials similar to those from the full HSE calculations.
The mixing parameter for the exact exchange energy is fixed
to 0.25 by default but users can optionally change the fraction
to ε−1

0 within PBE0 [38], which improves the correlation with
experimental data (see Fig. S4) [39]. In the HSE@PBE calculations,
the package employs a k-point mesh that converges only the
total energy instead of both energy and stress tensor, which
shrinks mesh dimensions and hence computational costs of the
hybrid functional. We note that this does not affect the band
gap because the structure optimization is not performed in the
HSE@PBE scheme.

3.6. Identification of small-gap materials

Due to the band-gap underestimation, small-gap semiconduc-
tors such as Ge and InAs are calculated to be metallic in PBE. To
distinguish small-gap materials from true metals, AMP2 employs
an indicator, DF/DVB, that is defined as follows:

DF/DVB =

∫ 0.3
−0.3 D(E)dE

0.6

/∫
−1
−3 D(E)dE

2
, (3)

where D(E) is DOS at the energy of E when EF = 0. All the
numbers in Eq. (3) are in eV. Here, AMP2 uses DOS obtained with
a Gaussian smearing to avoid sharp features in the tetrahedron
method. As illustrated schematically in Fig. 4(a), suppressed DOS

near EF with small DF/DVB indicate a possibility that the valence
and conduction bands overlap due to the band-gap underestima-
tion. The integration range and threshold value for DF/DVB were
carefully tuned over 60 binary oxides that are metallic within
PBE. By choosing an integration boundary of [−3, −1] for DVB,
we can set a threshold of 0.3 for DF/DVB indicators above which
all materials are metal and below which 80% is found to be small-
gap oxides in hybrid calculations. Additionally, we confirm that
the method can successfully apply to other 20 ternary oxides and
20 binary compounds with DF/DVB around 0.3.

For materials with DF/DVB < 0.3, AMP2 first identifies local
extrema in the band structure within ±0.5 eV from EF. Assuming
that the k points for local extrema are the same between PBE
and HSE, the package carries out HSE@PBE calculations on k
points corresponding to local extrema. Afterwards, the metallicity
or band gap is determined following the same method in the
previous subsection. If the material still turns out to be metallic,
only PBE results are presented. (Since spin-unpolarized or anti-
ferromagnetic materials with odd number of electrons are always
metallic, they do not undergo the present step.) Fig. 4(b) shows
results for selected materials. It is seen that the materials that
are incorrectly classified as metals within PBE exhibit finite gaps
under the present approach. However, the gap opening is not
sufficient for several materials. We note that this is not caused
by limitations in the present method. Rather, the error originates
from the lattice parameters overestimated by PBE. When full HSE
calculations are performed, the agreements with the experiment
are much better [see squares in Fig. 4(b)]. For options enabling
the lattice relaxation within HSE, we refer to Section 3.3.1 of the
manual.

AMP2 can falsely report an insulating gap even though the
given material is metallic within a full HSE calculation. This can
occur when the band does not rigidly shift between PBE and HSE
such that band extrema locate at different k points between the
two functionals. However, we could not find such errors for 20
test materials in which gap opens under the present correction
scheme. On the other hand, it is still possible that the HSE
functional itself misjudges a metal as an insulator while PBE may
correctly predict the metallicity. Although we are not aware of
any such example, one cannot exclude its possibility.

3.7. Gap-corrected band structure

Additionally, AMP2 provides a gap-corrected band structure
by applying a scissor correction that shifts up conduction bands
in PBE rigidly to match with Eg from HSE@PBE. In materials
with a finite Eg in PBE, it is straightforward to distinguish va-
lence and conduction bands and the scissor correction can be
easily applied. In small-gap materials that are metallic within
PBE, however, it is tricky to determine the band type (valence
or conduction) particularly near EF. Following a method used in
Quantum-ESPRESSO [15], the package identifies the band type
by reordering band indexes based on overlap integrals between
wavefunctions with eigenvalues within ±3 eV from EF. Then, a
band is classified as the conduction band if its energies are higher
than EF + 0.5 eV at most k points. [See Fig. 5(a) for the example
of PdO.] Then, the package shifts the conduction bands to match
the band gap with the EHSE@PBE

g . As an example, the gap-corrected
band structure is shown in Fig. 5(b) for PdO, which is in good
agreement with the full HSE band structure. From various tests,
we find that the above algorithm works in most materials except
for some cases where orbital characters between conduction and
valence bands are highly mixed. (One example for CaPd3O4 is
provided in the Supplementary Material.) In this case, the package
does not provide the modulated band structure.
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Fig. 4. (a) Schematic density of states (DOS) for typical metal and small-gap
material that is metallic within PBE. Shade regions for DVB and DF indicate the
integration ranges in Eq. (3). (b) Comparison of theoretical and experimental
band gaps for small-gap materials [40–43].

3.8. Effective mass

For insulators and semiconductors, AMP2 computes averaged
effective-mass tensors (

⟨
m∗

ij

⟩
) within the semiclassical transport

theory using the following equation:

⟨
m∗

ij

⟩−1
=

1
h̄2

∑
n,σ

∫
dk ∂2εnkσ

∂ki∂kj
fnkσ∑

n,σ

∫
dkfnkσ

, (4)

where h̄ is the Planck constant divided by 2π , n the index for
valence (conduction) bands for electrons (holes), k the recip-
rocal wave vector, σ the spin index, εnkσ the corresponding
Kohn–Sham eigenvalue, and fnkσ is the Fermi–Dirac distribution
function (fFD) at 300 K for electron carriers or 1 − fFD for hole
carriers. In Eq. (3), i and j denote Cartesian indices (x, y, and z).
(The temperature can be changed as instructed in the manual.)
The Fermi level in fFD is set to CBM (VBM) in evaluating the
electron (hole) effective mass.

In order to reduce computational costs without compromising
accuracy, we restrict the k domain in Eq. (3) by considering
that fnkσ rapidly decays to zero for εnkσ away from the Fermi
level. This scheme contrasts with other programs, for example,
Boltztrap [44] that utilizes k-point meshes over the whole BZ.
The relevant regions are selected by the following three steps (it
is assumed that hole effective masses are calculated): first, the
package locates local extrema along the k-point lines explored
in the band structure. If the energy of the top valence band at a
certain k is the maximum within a cutoff radius of 0.04π Å−1 and
fnkσ > 0.01, the k point is chosen to be a local maximum. Then,

Fig. 5. (a) Band structure of PdO calculated within PBE. The energy eigenvalues
are connected with the same symbol considering the overlap integral. The
blue and red lines indicate the conduction and valence bands, respectively. (b)
The corrected band structure (black lines) that is obtained by rigidly shifting
conduction and valence bands in (a) and fitting the band gap to EHSE@PBE

g . The
full hybrid-functional band structure is shown in red. (For interpretation of
the references to color in this figure legend, the reader is referred to the web
version of this article.)

the package examines eigenvalues of the corresponding band
along k lines in directions of ⟨100⟩ (face center) and ⟨110⟩ (edge
center) that pass through the extremum point [total 9 lines; see
Fig. 6(a)]. Then, the package determines the smallest orthorhom-
bic cell that encloses all points with fnkσ > 0.01. If several
extremum points are close to each other, the algorithm chooses
one region that includes all of them. After constructing a uniform
mesh with the spacing of 0.04π Å−1, the package carries out
differentiation and integration in Eq. (3) based on centered differ-
ence approximations. The integration in the numerator of Eq. (3)
is carried out around extremum points in the irreducible BZ, and
the package expands the result over the 1st BZ through symmetry
operations. In Fig. S6, we compare hole effective masses from
AMP2 and those from obtained using Boltztrap program [7]. While
AMP2 uses typically several hundreds of k points, far less than
8000 points in Ref. [7], the agreements are excellent.

3.9. Dielectric constant

There are two types of dielectric tensors depending on
whether ions are clamped or allowed to relax under an external
field; the optical dielectric constant (ε∞) and the static dielec-
tric constant (ε0), respectively. VASP produces both quantities
using a linear-response method based on the density functional
perturbation theory (DFPT) [45] and AMP2 simply quote the
results. Since dielectric constants are sensitive to the k-point
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Fig. 6. The schematic diagram to build k-space grids for calculating the effective
mass. (a) The restricted mesh grid space (black box with the solid line). The
computed points (gray and red dots) are determined along the specific lines in
gray. The red dots indicate points at which the hole occupation is bigger than
0.01. (b) The mesh grid for finite difference method.

sampling, the package doubles the k-point density along each
direction. Also, the self-consistency threshold in electronic steps
is tightened to 10−8 eV. Since the dielectric calculation is only
meaningful for non-metallic compounds, the calculation is not
performed if the material is confirmed to be metallic within
PBE. We note that the PBE functional usually overestimates the
dielectric constant, in particular for high dielectric constant (high-
k) materials [4]. Therefore, we recommend using LDA for high-k
materials, which can be done by simply switching the functional
from the beginning. (See the manual for detailed instructions.)
Occasionally, imaginary phonon modes are observed at the zone
center for various reasons, for example, structural instability. In
these cases, the package does not provide ε0.

4. Usage

4.1. Installation and execution

AMP2 can be downloaded from https://github.com/MDIL-SNU/
AMP2. The code supports both Python2.7 and Python3. In ad-
dition, it requires several python modules such as ‘math’ and
‘numpy’ for numerical calculations as well as ‘scipy’ for various
physical constants. AMP2 utilizes spglib [35] to identify symmetry
operators and primitive cell, and gnuplot for drawing figures,
so these programs should be also pre-installed. The DFT calcu-
lation in AMP2 is performed by the VASP package (AMP2 has
been thoroughly tested with version 5). Users start AMP2 by
executing run.sh that specifies system setting such as parallel
environment and job scheduler.

4.2. Input files and parameters

As input files, AMP2 requires a file for the crystal structure
and config.yaml that informs computational options. The valid
structure formats are VASP input files (POSCAR) and cif for-
mat. For the cif format, AMP2 requires a standard style [46]
that includes symmetry operators (_space_group_symop_[]
or _symmetry_equiv_[]), atomic labels (_atom_site_label),
occupancy (_atom_site_occupancy) and fractional positions
(_atom_site_fract_[]). The structure file should be labeled as
name.cif or POSCAR_name where name is a user-defined string
and will be used in naming directories (see below). On the other
hand, config.yaml should provide computational environment
for AMP2 such as paths for binary executables and directories
containing the structure file and source codes of AMP2.

With the minimal input from users explained above, AMP2

calculates all the properties in the previous section. Users can
selectively turn on/off the computation of each property within
config.yaml. However, the effective mass and band gap with
HSE@PBE can be performed after the band calculation is finished

(see Fig. 1). Users can also turn on/off SOC using SOC_target
tag in config.yaml. If there exist multiple structure files in
the directory, AMP2 carries out calculations on all structure files
and store results under different directories. This feature will be
useful for high-throughput computing.

4.3. Directory trees for output

The computational results are stored under repository direc-
tories with names reflecting that of the structure file (see above).
There are various sub-directories that correspond to target prop-
erties. The list of these directories and key files are summarized in
Table 1. INPUT0 is the main directory wherein all the input files
for DFT calculations are stored. If the antiferromagnetic ordering
is the most stable spin configuration, input files are updated to re-
flect the spin ordering after magnetic-ordering step and previous
input files are saved under INPUT0_old. Convergence tests for
k points and cutoff energy are stored in sub-directories named
kptest and cutoff, respectively. The results for convergence
test are written in kpoint.log and cutoff.log and users can
plot the convergence behavior like in Fig. 2 using the input file
for gnuplot (conv_plot.in). On the other hand, magnetic_
ordering is the path where the procedure to find ground state
magnetic ordering is saved. The configuration with the ground
state spin ordering is located in INPUT0/POSCAR_rlx_GGA.

In each directory, the package records checkpoints for the
calculation within the file amp2.log. (amp2.log in the main
directory notes the whole procedure.) Users can select the
exchange–correlation functional such as PBE or LDA and the
directory name depends on the potential such as relax_GGA
and relax_LDA. The optimized structure is stored in CONTCAR
file in relax_GGA (or relax_LDA) directory. Under band_GGA,
the band gap is written in Band_gap.log and the figure for
band structure can be drawn using band.in. Additionally, the
band gap within HSE@PBE is written in Band_gap.log in hy-
brid_GGA directory. The density of states can be plotted using
dos_GGA/Pdos_dat/dos.in. The dielectric tensor is recorded
in dielectric.log in dielectric_GGA and the effective mass
tensor for hole and electron are written in effective_mass.log
in effm_GGA/hole and effm_GGA/electron, respectively. All
the main results including log and image files are compiled in
Results.

4.4. Tests and limitations

We started to develop AMP2 in 2012 and have employed AMP2

in automated high-throughput screenings on high-k materials
[4,5] and p-type oxides [8,9]. During the extensive applications,
we constantly updated AMP2 whenever the program failed (bad
convergence or inaccurate results). In total, AMP2 was tested
on ∼7000 materials that encompass various types of materials
including ∼3000 oxides. Computational results on these materi-
als are open on a website (https://www.snumat.com) [47]. Most
functions in AMP2 have been thoroughly tested except for two
newest features: identifying small-gap materials and antiferro-
magnetic ordering. Thus, we freshly tested the up-to-date version
of AMP2 against two groups of materials: the first group consists
of well-known, archetypal materials: Al, Cu, Fe, SnO, ZnO, Ge,
InAs, Si, AlN, ZnS, SiC, GaP, GaN, AlP, Si3N4, SiO2, TiO2, CrO2,
NiO and Cr2O3, covering a wide range of band gaps, dielectric
constants, effective masses, and magnetic ordering. We find that
AMP2 successfully finishes every calculation for all of these ma-
terials. We also confirm that the computed properties are in good
agreement with corresponding theoretical results from literature.

In the second test group, we randomly select 50 binary and
50 ternary compounds from Inorganic Crystal Structure Database

https://github.com/MDIL-SNU/AMP2
https://github.com/MDIL-SNU/AMP2
https://github.com/MDIL-SNU/AMP2
https://www.snumat.com
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Table 1
The list of sub-directories and their descriptions. If LDA potential is used, GGA
in directory names changes to LDA.
Directory Description

INPUT0 Input files for VASP calculation
– POSCAR_rlx_GGA: optimized structure
– KPOINTS: converged k-point grid
– INCAR: VASP input file with converged cutoff

energy and magnetic spin ordering
kptest k-point convergence test

– kpoint.log: calculation log for k-points
convergence test

encut Cutoff energy convergence test
– cutoff.log: calculation log for cutoff energy

convergence test
magnetic_ordering Identifying magnetic spin ordering
relax_GGA Structure relaxation
band_GGA Band structure and band gap
dos_GGA Density of states
dielectric_GGA Dielectric constant
hybrid_GGA Band-gap calculation with HSE@PBE scheme
effm_GGA Effective mass

There are two sub-directories, electron and hole.
Results Main computational results

– POSCAR_GGA: optimized structure
– Band_gap_GGA.log: information of band gap
– band_GGA.png (band_GGA.pdf): band structure

image.
– band_corrected.png (band_corrected.pdf): image

of gap-corrected band structure.
– Band_gap_hybrid_GGA.log: band gap with

HSE@PBE scheme.
– dos_GGA.png (dos_GGA.pdf): image of density of

states.
– dielectric_GGA.log: information on dielectric

constant.
– effective_mass_hole_GGA.log: effective mass of

hole.
– effective_mass_electron_GGA.log: effective mass

of electron.
– Properties.json: summary of material properties.

INPUT0_old Input files for calculation with ferromagnetic ordering.
If a more stable spin ordering is found, this directory
is created.

relax_GGA_old Structure relaxation with ferromagnetic ordering.
If a more stable spin ordering is found, this directory
is created.

name_with_U AMP2 calculation with DFT+U calculation
If the material is metallic and DFT+U calculation has
been conducted, all the results move to this directory.

(ICSD) [48] under a condition that no elements appear in more
than five compounds. The list of materials and success/failure
are compiled in Table S1. In summary, we find that AMP2 suc-
cessfully finishes for 86 materials. Among the failed 14 cases
are three crashes due to insufficient memories and three failed
convergences in electronic steps during k-point tests. The most
frequent failures (8 cases) occurred in identifying magnetic or-
dering. Specifically, during supercell calculations to obtain ex-
change parameters in Ising models, electronic steps could not
converge sufficiently. (AMP2 tried to find a magnetic ordering in
16 compounds in total with 8 successes and 8 failures.) In our
opinion, this is mainly because the designated magnetic order-
ing is metastable. Coupled with inherent slow convergences in
spin-polarized calculations, the metastability results in a tricky
convergence behavior. We note that when AMP2 fails in find-
ing a stable magnetic ordering, it still proceeds by assuming a
ferromagnetic ordering, leaving a warning message in the log file.

There are limitations of AMP2 due to specific computational
setups. For instance, the package uses pseudopotentials for lan-
thanides that treat f orbitals as core levels. When users employ
pseudopotentials that include f as valence levels, it is recom-
mended to apply U term to f orbitals [49]. In the case of Ti ions,

AMP2 does not apply a PBE + U method since d levels are empty
in Ti4+, the most frequent valence state of Ti ions. This means
that electronic structures and magnetic ordering of materials with
Ti2+ and Ti3+ (for example, TiO and LaTiO3, respectively) could
be incorrect. In addition, the present version does not take into
account the van der Waals interaction so it may produce incor-
rect crystal structures for layered materials such as MoS2. The
fractional occupation of ionic sites is also not supported yet [50].

In Section 3.1, we used convergence criteria for stress tensors
as 10 kbar. In soft materials with small elastic constants such
as organic crystals, errors in structural parameters can be sub-
stantial. For instance, optimized lattice parameters of a C3H4N4
crystal differ from the results with current setting by more than
10% when tighter convergence conditions of 1 meV/atom and 1
kbar are employed. Therefore, materials with small elastic moduli
require more strict conditions. (Detailed instructions are given in
the manual.) In a future update, we will adjust the convergence
threshold for stress tensors according to preliminary estimation
of elastic constants.

5. Conclusion

To summarize, we introduced AMP2 targeted for fully au-
tomating DFT calculations with minimal user interferences. It
is confirmed that AMP2 provides the band structure, band gap,
effective mass, density of states and dielectric constant that are
highly reliable. Notably, the package finds the antiferromagnetic
ground state and addresses band-gap underestimations in semilo-
cal functionals with the help of a hybrid functional.

There are several databases that provide theoretical properties
for most inorganic materials present in ICSD [51–53]. Neverthe-
less, we believe that the present package is useful because the
current databases lack in key features of AMP2, in particular
addressing band-gap underestimation and identifying an anti-
ferromagnetic ordering, which can result in critical errors in the
database. For instance, the databases as of now records that
Ge is metal. Another example is NiO that is calculated only in
the ferromagnetic ordering with the band gap of 2.3 eV [51].
AMP2 correctly identifies the antiferromagnetic ground state [54]
with the band gap of 4.5 eV, which is in good agreement with
experimental value of 4.3 eV [55]. Therefore, users may utilize
AMP2 in obtaining more accurate properties than for the current
databases.

In conclusion, we believe that AMP2 will significantly expand
the usage of DFT calculations by making the computation more
accessible. In addition, since AMP2 is available in an open-source
platform, the package may serve to consolidate technical know-
hows from various research groups into a single package. Even
though the present package focuses on the crystalline properties,
future releases will include more advanced features such as the
calculation on defects and surfaces.
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