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fi eld effects that increase the polarization stiffness. Such an 
effect can be introduced by placing the ferroelectric in series 
with a normal positive capacitor, and this normal capacitor can 
also take the form of the interfacial dielectric dead layer (this 
is discussed in more detail in the Supporting Information). 
Indeed, uniform polarization was found to be suppressed in 
fi rst-principles simulation of metal/ferroelectric/metal capaci-
tors when the ferroelectric was under a critical thickness of the 
order of a few nanometers. [ 17,18 ]  

 However, the above discussion does not take into account 
the fact that ferroelectrics usually form domains to decrease 
the depolarization energy. Formation of 180° striped domains 
can confi ne the depolarizing fi eld to the surface of the fi lm, 
allowing the ferroelectric to polarize and lower the energy of 
the system. [ 19–24 ]  This would severely limit the magnitude of 
negative capacitance that can be attained. [ 25 ]  However, works 
on various heterostructures containing ferroelectric thin fi lms 
have indicated that a clear striped-domain structure does not 
always occur, and that the ferroelectric domain formation in 
thin-fi lm geometries depend on the fi lm thickness, boundary 
condition, and the specifi c ferroelectric material. [ 26–31 ]  The pos-
sibility of domain-motion-induced enhancement of capacitance 
has also been suggested in the literature. [ 12,29,32,33 ]  

 Here, we aim to evaluate the usefulness of ferroelectric 
negative capacitance focusing on the impact of domain for-
mation in nanodevices. The static dielectric response of the 
bilayer ferroelectric–paraelectric (FE–PE) nanocapacitor is 
simulated from fi rst principles utilizing our recently devel-
oped orbital-separation approach. [ 34 ]  We employ SrRuO 3  (SRO) 
electrodes and STO and BaTiO 3  (BTO) as the paraelectric and 
ferroelectric layers, respectively. The striped-multidomain 
SRO–BTO–STO–SRO capacitor is modeled by a supercell with 
1 × 4 in-plane cubic perovskite unit cells shown in  Figure    1  a. 
The out-of-plane layer stacking can be represented as (SrO–
RuO 2 )  N   

SRO
 –SrO–TiO 2 –(BaO–TiO 2 )  N   

BTO
 –(SrO–TiO 2 )  N   

STO
 –SrO–

(RuO 2 –SrO)  N   
SRO′ , where we have set ( N  BTO ,  N  STO ) = (3, 6). The 

electrode thicknesses should be thick enough to screen the 
interface charge, and we have chosen  N  SRO  = 4 and  N  SRO′  = 5 
for balance of accuracy and effi ciency. We also performed 
calculations on a supercell with only one in-plane unit cell 
to constrain the system to be monodomain. It is expected 
that spontaneous polarization would be suppressed and 
negative capacitance would be observed in this monodomain-
constrained model since  N  BTO  = 3 is thinner than the critical 
thickness for uniform polarization [ 18 ]  (to be more precise, 
the critical thickness was calculated for the SRO–BTO–SRO 
capacitor in ref.  [ 18 ] ; however, addition of STO layers should 
basically add to the polarization stiffness unless nothing 
drastic occurs at the interfaces, so we can expect polarization 

  In order to maintain the shrinking of semiconductor device 
design rule, an equivalent oxide thickness ( t  ox ) of <0.3 nm will 
be necessary within the next ten years, especially for nano-
capacitors used in dynamic random access memory (DRAM). [ 1 ]  
Achieving this for reasonably thick dielectric fi lms to mini-
mize leakage current has proven to be quite challenging, as the 
dielectric response of higher dielectric constant (i.e., higher- k ) 
materials such as TiO 2  and SrTiO 3  deteriorate rather drasti-
cally in thin-fi lm geometries [ 2,3 ]  (experimentally,  t  ox  is about 
0.38–0.39 nm for a 8.5-nm STO fi lm. [ 4 ]  First-principles simula-
tions have suggested that at least a signifi cant portion of the 
permittivity decrease is due to intrinsic properties of the metal/
dielectric interface (“interfacial dead layer”) and would remain 
even when perfect epitaxy is achieved. [ 5 ]  This is backed up by 
experimentally obtained interfacial capacitance values [ 3,6,7 ]  
that are comparable to the intrinsic values obtained from fi rst 
principles. 

 In order to work around this problem, the use of negative 
capacitance has gained attention in recent years as an approach 
to enhancing capacitance density [ 8–10 ]  without further thin-
ning of the dielectric material. Recent experimental works have 
reported capacitance enhancement due to negative capacitance 
of 2D electron gas near carrier depletion [ 11 ]  and that of ferro-
electric oxide. [ 12–16 ]  Here, we focus on the latter. The emergence 
of negative capacitance has been explained [ 8,12 ]  by the fact that 
the energy versus electric displacement curves of ferroelec-
tric materials exhibit negative curvature near zero displace-
ment. Usually, this region is thermodynamically unstable and 
the ferro electric would spontaneously polarize. However, it is 
argued that the polarization can be suppressed by depolarizing 
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suppression in our monodomain-constrained SRO–BTO–
STO–SRO model). Calculations were also performed on the 
paraelectric ( N  BTO ,  N  STO ) = (0, 6) capacitor to quantify the 
negative capacitance effect. The in-plane lattice constants are 
fi xed to the theoretical value for bulk cubic STO ( a  = 3.865 Å) 
to simulate epitaxial growth on STO substrate, although the 
substrate is not considered explicitly in our model. The dif-
ferential capacitance and local differential permittivity were 

evaluated as described in the “Methods” section (we will refer 
to differential capacitance and differential permittivity simply 
as “capacitance” and “permittivity” hereafter). Our simulations 
are performed at zero temperature, but we can infer from the 
results a picture of the dielectric behavior near room tempera-
ture due to what may be described as error cancellation in the 
local density approximation employed in this work (discussion 
on this effect is given in the Supporting Information).  
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 Figure 1.    a) The 1 × 4 unit cell striped-domain SRO–BTO–STO–SRO heterostructure considered in this work (left) and an enlarged view of the BTO 
part in the reference monodomain state with gray arrows representing the displacement of the cations when forming the striped domains (right). The 
length of the gray arrows is proportional to the magnitude of the displacement and can be gauged against the arrow in the lower right corresponding 
to a displacement of 0.1 Å. b) The evolution of the local polarization with applied bias in the striped-domain model measured by the displacement 
of the cations versus the anions in the TiO planes. c) The evolution of the local polarization in the monodomain-constrained model. d) Schematic of 
the antiferroelectric hysteresis behavior of the polarization domains in the SRO–BTO–STO–SRO capacitor. e) The calculated grand potential in the 
1 × 4 unit cell model in the striped-domain (blue squares) and monodomain (green circles) states.
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 First, we examined the domain formation in the model with 
1 × 4 in-plane unit cells. The relaxation of the SRO layers was 
performed only in the direction perpendicular to the interface 
to suppress the TiñO octahedral distortion [ 35 ]  and simplify the 
analysis. The SrO layers at the SRO/BTO and SRO/STO inter-
faces were allowed to relax in-plane following ref.  [ 23 ]  which 
discussed ferromagnetic-like closure domains at the interface. 
The BTO and STO layers were allowed to relax freely. The 
relaxation was started with two unit cells polarized in an out-
of-plane direction and the other two polarized in the opposite 
direction, so that the BTO part relaxed into a striped-domain 
structure with the  c -axis aligned perpendicular to the interface. 
The width of each domain is two unit cells, i.e., the domain 
period is four unit cells. We only considered the BaO-centered 
striped-domain structure, as this was found to be more stable 
than the TiO-centered one in previous works. [ 23,36 ]  The energy 
gain by domain formation in the BTO layer compared to the 
monodomain system was calculated to be Δ E  domain  = 47 meV 
per in-plane unit cell. This compares well with the value of 
30 meV reported in ref.  [ 23 ]  for the SRO–BTO–SRO capacitor 
with four BTO unit cells. This means that the zero-bias ground 
state, even when the BTO layer is as thin as three unit cells, is 
a polydomain one. A closer examination of the polarization pat-
tern near the interfaces shows the closure pattern that was also 
reported in ref.  [ 23 ]  (Figure  1 a). 

 Next, we turn to the bias dependence of the dielectric 
behavior of this striped-domain model. Figure  1 b shows how 
the polarization in the FE/PE bilayer structure evolves with 
increasing bias, and we fi nd that the bilayer capacitor exhibits 
a striped domain to monodomain transition at ≈0.3 V. This 
is in contrast to the monodomain-constrained model, which 
shows almost zero polarization at zero bias and whose polari-
zation increases uniformly as bias is increased (Figure  1 c). In 
the striped-domain model, the BTO layers are polarized in two 
directions at 0 V due to the formation of the striped-domain 
structure mentioned above. The STO layers near the interface 
are also polarized, implying that the screening of the depolar-
ization fi eld through the formation of striped domains is not 
perfect. As the bias is increased, the polarization in one of the 
domains is pushed toward zero, while the polarization in the 
other domain increases in magnitude. Then at 0.3 V, a transi-
tion to the monodomain structure is observed. This structure is 
found to be (meta)stable until the bias is decreased below 0.1 V, 
at which the structure returns to the striped-domain state. This 
hysteretic antiferroelectric-like behavior is illustrated sche-
matically in Figure  1 d. We note that similar antiferroelectric 
behavior was observed in a simulation of partially charge-com-
pensated ultrathin ferroelectric fi lms. [ 24 ]  The calculated grand 
potential of the monodomain and polydomain states indicate 
that the thermodynamic transition point is at 0.2 V (Figure  1 e). 

 The hysteresis in the capacitance and accumulated charge 
resulting from this antiferroelectric-like behavior is plotted in 
 Figure    2   along with calculated capacitance values of the mono-
domain-constrained ( N  BTO ,  N  STO ) = (3, 6) FE/PE bilayer capa-
citor and the ( N  BTO ,  N  STO ) = (0, 6) PE capacitor. We note that 
the value of ≈270 fF µm −2  for the ( N  BTO ,  N  STO ) = (0, 6) capa-
citor near zero bias is in good agreement with ref.  [ 5 ]  despite 
the different methodologies used for the calculations. The cor-
responding local potential and inverse permittivity profi les are 

shown in  Figure    3  a1,a2 (note that integration of the inverse dif-
ferential permittivity profi le corresponds directly to the inverse 
of the differential capacitance per unit area). Near zero bias, the 
FE/PE bilayer capacitor in the striped-domain state has a lower 
capacitance than the PE capacitor, showing that indeed, the for-
mation of domains will limit our ability to utilize the negative 
capacitance. This is also clearly seen in the permittivity profi le 
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 Figure 2.    The voltage dependence of the capacitance of ( N  BTO , 
 N  STO ) = (3, 6) monodomain-constrained and multidomain FE/PE bilayer 
capacitors compared with the ( N  BTO ,  N  STO ) = (0, 6) PE capacitor. Inset: 
the amount of charge accumulated on each of the electrode plates in the 
multidomain FE/PE capacitor.

 Figure 3.    The induced potential profi le and inverse permittivity profi le of 
the striped-domain a1,a2) and monodomain-constrained b1,b2) SRO–
BTO–STO–SRO capacitors as the bias is increased from 0 V.
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citor. We also note that the SRO/BTO and SRO/STO interfaces 
clearly show the intrinsic dead layer effect, [ 5 ]  which dominates 
the total capacitance value since the inverse permittivity inside 
the BTO and STO layers is very small due to the high bulk per-
mittivity of those materials. Between 0 and 0.2 V, applied bias 
pushes one of the BTO domains toward the centrosymmetric 
negative permittivity state, while it pushes the other domain 
away from the centrosymmetric state. The decrease in the 
inverse permittivity of the BTO part to nearly zero at 0.15 V in 
Figure  3 a2 means that the former effect is more dominant, and 
the total capacitance also increases. Upon further increase of 
the bias, the capacitance exceeds that of the PE capacitor and 
shows a spike reaching over 900 fF µm −2  near 0.25 V, which 
corresponds to the polydomain-to-monodomain transition dis-
cussed above. The precise capacitance value would depend on 
the abruptness of the transition, which we are unable to quan-
tify due to limitations in the present simulation including lack 
of fi nite-temperature effects. The fi eld inside the BTO layers at 
0.3 V clearly opposes the applied bias (Figure  3 a1) and com-
pletely negates the potential drop due to the dead layer effect. 
The corresponding inverse permittivity profi le (Figure  3 a2) is 
negative in the BTO part, leading to the threefold capa citance 
boost versus the PE capacitor. This negative permittivity 
includes effects from the polydomain–monodomain transition 
itself, as well as the negative permittivity of near-centrosym-
metric BTO. Once in the monodomain regime, the capacitance 
values and the polarization are virtually the same as those cal-
culated in the monodomain-constrained FE/PE bilayer capa-
citor, which we will discuss below. This monodomain structure 
returns to the striped-domain structure below 0.1 V with a cor-
responding spike in the capacitance.   

 The capacitance of the monodomain-constrained bilayer 
capacitor is largest at zero bias and declines monotonically with 
increasing bias. The value of 560 fF µm −2 , which amounts to a 
twofold increase compared to the PE capacitor, is obtained at 
0.05 V. This capacitance boost versus the PE capacitor is due 
to the negative perimittivity of the near-centrosymmetric BTO 
(Figure  3 b1,b2). The value of the permittivity inside the BTO 
layers is ≈−50 as in ref.  [ 18 ] . As the bias is increased, the polari-
zation increases and the inverse permittivity of the BTO layers 
increases from negative to positive values. At the same time, 
the permittivity of the STO layers also decreases (the inverse 
permittivity increases) due to increasing internal fi eld, [ 37 ]  and 
the capacitance of the monodomain PE/FE bilayer capacitor 
falls below that of the PE capacitor at  V  > 0.3 V (note that the 
total inverse capacitance is determined from the sum of the 
inverse capacitances of each component). 

 The above results can be summarized as follows. Near zero 
bias, the ground state is the striped-domain structure and thus 
the ferroelectric negative capacitance cannot be utilized. How-
ever, the monodomain state becomes stable at higher biases 
and remains metastable until the bias is lowered below 0.1 V. 
Thus, the negative permittivity of depolarized BTO can be uti-
lized if the bias is maintained above 0.1 V after “preannealing” 
at higher than 0.3 V. However, the capacitance amplifi cation 
due to depolarized near-centrosymmetric BTO is effective only 
below 0.3 V due to “too much” polarization at higher biases that 
pushes the ferroelectric system out of the negative permittivity 

regime. One may also make use of the huge capacitance origi-
nating from the polydomain/monodomain transition if the 
capacitor is used as a switch between 0 V (where the system 
is in a polydomain state) and 0.3 V (where the system is in a 
monodomain state regardless of the voltage history); however, 
this may not be optimal in minimizing energy consumption 
for nanoelectronics applications since hysteresis implies energy 
dissipation. [ 38 ]  We also point out that the specifi c voltages at 
which the switching occurs should be controllable by adopting 
different stack confi gurations. For example, it should be 
expected that by using electrodes with different work functions, 
there will be fi nite electric fi eld in the stack at zero external 
bias (short-circuit condition). This should lead to a shift in the 
 V -axis of Figure  2 ; however, the amount of shift is diffi cult to 
predict because the interfacial dead layer effect depends on the 
material combinations and processing conditions (some insight 
can be gained from fi rst-principles simulation. [ 18 ]  We also point 
out that the transition between higher-capacitance and lower-
capacitance domain states under fi nite bias is a general phe-
nomenon. This is because the grand potential  E − E  0  −  QV  ≈ 
−1/2 CV  2 , so that the higher-capacitance state will become more 
stable as bias is increased even if it is less stable at zero bias (see 
Figure  1 e). The critical bias would depend on the difference in 
the capacitance and the domain formation energy between the 
domain structures, which in turn depend on the material com-
binations, boundary effects, and the fi lm thickness. 

 We also note that the actual transition may occur at closer 
to the thermodynamical transition voltage, that is, the hyster-
esis may not be as pronounced as shown here. This is inferred 
because we have observed the transition through structural 
relaxation, which means that there is no thermal energy in the 
simulation to overcome energy barriers between polydomain 
and monodomain regimes. In realistic situations, thermal 
motion should assist in overcoming the barrier. Moreover, the 
transition would be initialized by nucleation, i.e., the lateral 
movement of the domain walls leading to growth in domain 
size. In this work, the domain width is only two perovskite 
unit cells wide, meaning that the smallest unit of domain wall 
motion leads immediately to the polydomain–monodomain 
transition that we have observed. This is not far off from the 
experimentally observed domain width of as small as three unit 
cells in ultrathin (three unit cells thick) PbTiO 3 , [ 21 ]  and in that 
regard, our results are very close to what would be expected to 
occur in experiment. Moreover, this lower bound in domain 
size has been argued to be due to the  c (2 × 2) reconstruction 
of PTO (100) surface, [ 21 ]  which does not occur in BTO. In fact, 
density functional theory predicts that two- and three-unit-cell 
domains are comparable in energy in ultrathin BTO. [ 23 ]  Gener-
ally, it is expected that the domain size (in this case width) will 
increase with increasing ferroelectric fi lm thickness. [ 27 ]  How-
ever, in the practical application of these type of materials in 
nanoscale devices, such as DRAM with design rule = 10 nm, 
the allowed fi lm thickness is actually very small (only a few 
nm), meaning that the present calculation might represent a 
circumstance closer to actual application. In a broader context, 
however, the domain size is known to vary depending not only 
on fi lm thickness, but also on materials combinations and elec-
trical boundary conditions, and the critical voltage for the tran-
sition would depend on the domain size. These points cannot 
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be taken into account due to the size of the calculation cell in 
the present work and are subjects of future study. We note, 
however, that the enhancement of capacitance due to domain 
motion suggested in previous works [ 12,29,32,33 ]  is captured at 
least to some extent in our work, since domain motion is essen-
tially local polarization reversal, and that is what is observed at 
the polydomain–monodomain transition. The magnitude of 
the effect may certainly be underestimated, since the resulting 
monodomain state has a smaller polarization than the fully 
polarized polydomain ferroelectric state. 

 Regarding nonidealities in experiment, there are also many 
possible sources of polarization that we have not taken into 
account such as defects and fi nite-size edge effects of the metal 
electrodes. Due to the versatility of ferroelectric materials in 
providing electrostatic screening (due to large polarization plus 
the formation of polarization domains), we expect that such 
nonidealities will be screened within a small enough distance 
so that our results are valid in all but the most extreme cases. 
Especially in the context of applying this intriguing effect to 
DRAM, the nonuniformity of the electric fi eld by the electrode 
edge effect should be minimal. This is because in DRAM cell 
structure, the electrodes cover 100% of the surface area of the 
dielectric (see, e.g., ref.  [ 1 ] ), so there is no edge effect. It is of 
note that the trench-like structure of DRAM capacitors can 
induce nonuniform fi eld effects especially at the top corner, but 
the top corner covers less than 5% of the capacitor area. There-
fore, we can safely assume that the fi eld nonuniformity is not a 
severe issue for actual application in nanoscale DRAMs. 

 There has been some debate over recent years whether the 
ferroelectric negative capacitance would be usable in actual 
devices. One criticism of the original idea [ 8 ]  is that various 
screening mechanisms such as multidomain ferroelectricity 
would severely limit the stabilization of the negative energy cur-
vature regime that would give rise to negative capacitance. [ 25,39 ]  
On the other hand, experiments on the PE/FE bilayer capac-
itor indicated that there indeed is a negative capacitance effect, 
although the mechanism was not clarifi ed. The present cal-
culations reconfi rm that domain formation indeed limits the 
onset of negative capacitance at zero bias. However, in contrast 
to previous theoretical works such as ref.  [ 25 ]  which only con-
sidered the linear response near zero gate bias, our fully bias-
dependent simulations show that domain dynamics and the 
negative energy curvature can both contribute to the negative 
capacitance. We predict that polarization reversal at not-too-
high biases would result in the system switching to the mono-
domain negative capacitance regime, and that the polarization 
reversal itself will also be a source of the capacitance enhance-
ment. The amount of capacitance enhancement as well as the 
associated hysteresis will depend on nonidealities not taken 
into account in the present work such as fi nite-temperature 
effects, defects, and nucleation, and further theoretical and 
experimental works will be necessary to clarify such points.  

  Methods Section 

 The calculations were performed on SGI Altix 3800EX system 
at Institute for Solid State Physics, the University of Tokyo. 
Figures of atomic structures were created using VESTA 

visualization software. [ 40 ]  The calculations presented above 
were performed within the local density approximation of 
density functional theory using the Vienna ab initio Simula-
tion Package (VASP). [ 41 ]  VASP was modifi ed to implement the 
orbital-separation approach for simulating metal/insulator/
metal slabs under bias voltage. [ 34,41 ]  The projector-augmented 
wave method was used for treating electron–ion interactions. [ 42 ]  
For the monodomain simulations, a 6 × 6 × 1 Monkhorst–Pack 
mesh was employed for   k  -point sampling with a Gaussian 
smearing of 0.05 eV. A plane wave energy cutoff of 500 eV was 
used for the wave function expansion. The calculations were 
performed under the periodic boundary condition on metal/
insulator/metal slabs discussed in the main text. To simulate 
an isolated capacitor, the dipole–dipole interaction between 
adjacent unit cells were removed using the dipole correction 
formula [ 43 ]  implemented in VASP. The out-of-plane ionic posi-
tions were fully relaxed under various bias voltages until forces 
on each ion were below 1 meV Å −1 . The differential capacitance 
per unit area was then evaluated as:

 
=

( ) 1 d ( )

d

C V

A V

E V

V   
(1)

 

 using centered differences, where  V  is the applied bias and  E  
is the energy per unit area of the capacitor. [ 34 ]  The local inverse 
differential permittivity between the center of the electrodes 
was evaluated as:

 ε
ε= −

∂ Δ
∂ ∂

1
( , ) ( )

[ ( , )]

r

0
2

H

z V

A

C V

V z V

V z   
(2)

 

 where  ε  0  is the vacuum permittivity and Δ ( , )HV z V  is the 
macro scopically averaged induced potential profi le under bias 
 V  (a derivation is given in the Supporting Information). 

 The polydomain simulations were performed using an 
8 × 2 × 1 Monkhorst–Pack   k  -point mesh with a Gaussian 
smearing of 0.05 eV. A plane wave energy cutoff of 400 eV was 
used for the wave function expansion. The structural relaxa-
tion was performed until the forces on each atom were below 
1 meV Å −1 . The capacitance was evaluated from the voltage-
dependence of the free charge d Q /d V , where the free charge 
 Q  was calculated using the method of ref.  [ 44 ]   

  Supporting Information 
 Supporting Information is available from the Wiley Online Library or 
from the author.  
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